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Preface

Rapid developments in communication and computing technologies have been the
driving factors in the spread of the internet technology. This technology is able to
scale up and reach out to more and more people. People at opposite sides of the
globe are able to remain connected to each other because of the connectivity that the
internet is able to provide now. Getting people together through the internet has
become more realistic than getting them together physically at one place. This has
led to the emergence of cyber society, a form of human society that we are heading
for with great speed. As is expected, this has also affected different activities from
education to entertainment, culture to commerce, goodness (ethics, spiritual) to
governance. The internet has become a platform of all types of human interactions.
Services of different domains, designed for different walks of people, are being
provided via the internet. Success of these services decisively depends on under-
standing people and their behaviour over the internet. For example, people may like
a particular kind of service due to many desired features the service has. Features
could be quality of service like response time, average availability, trust and similar
factors. So service providers would like to know of consumer preferences and
requirements for designing a service, so as to get maximum returns on investment.
On the other side, customers would require enough information to select the best
service provider for their needs. Thus, decision-making is key to cyber society.
And, informed decisions can only be made on the basis of good information, i.e.
information that is both qualitatively and quantitatively sufficient for decision-
making.

Fortunately for cyber society, through our presence on the internet, we generate
enough data to garner a lot of meaningful information and patterns. This infor-
mation is in the form of metaphorical due to footsteps or breadcrumbs that we leave
on the internet through our various activities. For example, social networking
services, e-businesses and search engines generate huge data sets every second
of the day. And these data sets are not only voluminous but also in various forms
such as picture, text and audio. This great quantum of data sets is collectively
christened big data and is identified by its three special features velocity, variety and
volume.
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Collection and processing of big data are topics that have drawn considerable
attention of concerned variety of people ranging from researchers to business
makers. Developments in infrastructure such as grid and cloud technology have
given a great impetus to big data services. Research in this area is focusing on big
data as a service and infrastructure as a service. The former looks at developing
algorithms for fast data access, processing as well as inferring pieces of information
that remain hidden. To make all this happen, internet-based infrastructure must
provide the backbone structures. It also needs an adaptable architecture that can be
dynamically configured so that fast processing is possible by making use of optimal
computing as well as storage resources. Thus, investigations on big data encompass
many areas of research, including parallel and distributed computing, database
management, software engineering, optimization and artificial intelligence. The
rapid spread of the internet, several governments’ decisions in making of smart
cities and entrepreneurs’ eagerness have invigorated the investigation on big data
with intensity and speed. The efforts made in this book are directed towards the
same purpose.

Goals of the Book

The goal of this book is to highlight the issues related to research and development
in big data. For this purpose, the chapter authors are drawn from academia as well
as industry. Some of the authors are actively engaged in the development of
products and customized big data applications. A comprehensive view on six key
issues is presented in this book. These issues are big data management, algorithms
for distributed processing and mining patterns, management of security and privacy
of big data, SLA for big data service and, finally, big data analytics encompassing
several useful domains of applications. However, the issues included here are not
completely exhaustive, but the coverage is enough to unfold the research as well as
development promises the area holds for the future. Again for the purpose, the
Introduction provides a survey with several important references. Interested readers
are encouraged to take the lead following these references.

Intended Audience

This book promises to provide insights to readers having varied interest in big data.
It covers an appreciable spread of the issues related to big data and every chapter
intends to motivate readers to find the specialities and the challenges lie within.
Of course, this is not a claim that each chapter deals an issue exhaustively. But, we
sincerely hope that both conversant and novice readers will find this book equally
interesting.
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In addition to introducing the concepts involved, the authors have made attempts to
provide a lead to realization of these concepts. With this aim, they have presented
algorithms, frameworks and illustrations that provide enough hints towards system
realization. For emphasizing growing trends on big data application, the book includes
a chapter which discusses such systems available on the public domain. Thus, we
hope this book is useful for undergraduate students and professionals looking for an
introduction to big data. For graduate students intending to take up research in this
upcoming area, the chapters with advanced information will also be useful.

Organization of the Book

This book has seven chapters. Chapter “Big Data: An Introduction” provides a
broad review of the issues related to big data. Readers new to this area are
encouraged to read this chapter first before reading other chapters. However, each
chapter is independent and self-complete with respect to the theme it addresses.

Chapter “Big Data Architecture” lays out a universal data architecture for rea-
soning with all forms of data. Fundamental to big data analysis is big data man-
agement. The ability to collect, store and make available for analysis the data in
their native forms is a key enabler for the science of analysing data. This chapter
discusses an iterative strategy for data acquisition, analysis and visualization.

Big data processing is a major challenge to deal with voluminous data and
demanding processing time. It also requires dealing with distributed storage as data
could be spread across different locations. Chapter “Big Data Processing
Algorithms” takes up these challenges. After surveying solutions to these prob-
lems, the chapter introduces some algorithms comprising random walks, distributed
hash tables, streaming, bulk synchronous processing and MapReduce paradigms.
These algorithms emphasize the usages of techniques, such as bringing application
to data location, peer-to-peer communications and synchronization, for increased
performance of big data applications. Particularly, the chapter illustrates the power
of the Map Reduce paradigm for big data computation.

Chapter “Big Data Search and Mining” talks of mining the information that big
data implicitly carries within. Often, big data appear with patterns exhibiting the
intrinsic relations they hold. Unearthed patterns could be of use for improving
enterprise performances and strategic customer relationships and marketing.
Towards this end, the chapter introduces techniques for big data search and mining.
It also presents algorithms for social network clustering using the topology dis-
covery technique. Further, some problems such as sentiment detection on pro-
cessing text streams (like tweets) are also discussed.

Security is always of prime concern. Security lapses in big data could be higher
due to its high availability. As these data are collected from different sources, the
vulnerability for security attacks increases. Chapter “Security and Privacy of Big
Data” discusses the challenges, possible technologies, initiatives by stakeholders
and emerging trends with respect to security and privacy of big data.
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The world today, being instrumented by several appliances and aided by several
internet-based services, generates very high volume of data. These data are useful
for decision-making and furthering quality of services for customers. For this, data
service is provided by big data infrastructure to receive requests from users and to
accordingly provide data services. These services are guided by Service Level
Agreement (SLA). Chapter “Big Data Service Agreement” addresses issues on SLA
specification and processing. It also introduces needs for negotiation to avail data
services. This chapter proposes a framework for SLA processing.

Chapter “Applications of Big Data” introduces applications of big data in dif-
ferent domains including banking and financial services. It sketches scenarios for
the digital marketing space.
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Big Data: An Introduction

Hrushikesha Mohanty

Abstract The term big data is now well understood for its well-defined charac-
teristics. More the usage of big data is now looking promising. This chapter being
an introduction draws a comprehensive picture on the progress of big data. First, it
defines the big data characteristics and then presents on usage of big data in dif-
ferent domains. The challenges as well as guidelines in processing big data are
outlined. A discussion on the state of art of hardware and software technologies
required for big data processing is presented. The chapter has a brief discussion on
the tools currently available for big data processing. Finally, research issues in big
data are identified. The references surveyed for this chapter introducing different
facets of this emergent area in data science provide a lead to intending readers for
pursuing their interests in this subject.

Keywords Big data applications � Analytics � Big data processing architecture �
Big data technology and tools � Big data research trends

1 Big Data

“Big data” the term remains ill-defined if we talk of data volume only. It gives an
impression before data size was always small. Then, we run into problem of
defining something small and big. How much data can be called big—the question
remains unanswered or even not understood properly. With relational database
technology, one can really handle huge volume of data. This makes the term “big
data” a misnomer.

Days of yesteryears were not as machine-driven as we see it today. Changes were
also not as frequent as we find now. Once, data repository defined, repository was

H. Mohanty (&)
School of Computer and Information Sciences, University of Hyderabad,
Gachhibowli 500046, Hyderabad, India
e-mail: hmcs_hcu@yahoo.com

© Springer India 2015
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used for years by users. Relational database technology thus was at the top for
organisational and corporate usages. But, now emergent data no longer follow a
defined structure. Variety of data comes in variety of structures. All accommodating
in a defined structure is neither possible nor prudent to do so for different usages.

Our world is now literally swamped with several digital gadgets ranging from
wide variety of sensors to cell phones, as simple as a cab has several sensors to throw
data on its performance. As soon as a radio cab is hired, it starts sending messages on
travel. GPS fitted with cars and other vehicles produce a large amount of data at
every tick of time. Scenario on roads, i.e. traffic details, is generated in regular
intervals to keep an eye on traffic management. Such scenarios constitute data of
traffic commands, vehicles, people movement, road condition and much more
related information. All these information could be in various forms ranging from
visual, audio to textual. Leave aside very big cities, in medium-sized city with few
crores of population, the emerging data could be unexpectedly large to handle for
making a decision and portraying regular traffic conditions to regular commuters.

Internet of things (IoT) is the new emerging world today. Smart home is where
gadgets exchange information among themselves for getting house in order like
sensors in a refrigerator on scanning available amount of different commodities
may make and forward a purchase list to a near by super market of choice. Smart
cities can be made intelligent by processing the data of interest collected at different
city points. For example, regulating city traffic in pick time such that pollution
levels at city squares do not cross a marked threshold. Such applications need
processing of a huge data that emerge at instant of time.

Conducting business today unlike before needs intelligent decision makings.
More to it, decision-making now demands instant actions as business scenario
unfolds itself at quick succession. This is so for digital connectivity that makes
business houses, enterprises, and their stakeholders across the globe so closely
connected that a change at far end instantly gets transmitted to another end. So, the
business scenario changes in no time. For example, a glut in crude oil supply at a
distributor invites changes in status of oil transport, availability at countries
sourcing the crude oil; further, this impacts economy of these countries as the
productions of its industries are badly affected. It shows an event in a business
domain can quickly generate a cascade of events in other business domains.
A smart decision-making for a situation like this needs quick collection as well as
processing of business data that evolve around.

Internet connectivity has led to a virtual society where a person at far end of the
globe can be a person like your next-door neighbour. And number of people in
one’s friend list can out number to the real number of neighbours one actually has.
Social media such as Twitter, Facebook, Instagram and many such platforms
provide connectivity for each of its members for interaction and social exchanges.
They exchange messages, pictures, audio files, etc. They talk on various issues
ranging from politics, education, research to entertainment. Of course, unfortu-
nately such media are being used for subversive activities. Every moment millions
of people on social media exchanges enormous amount of information. At times for
different usages ranging from business promotions to security enhancement,

2 H. Mohanty



monitoring and understanding data exchanged on social media become essential.
The scale and the speed at which such data are being generated are mind bugging.

Advancement in health science and technology has been so encouraging in
today’s world that healthcare can be customised to personal needs. This requires
monitoring of personal health parameters and based on such data prescription is
made. Wearable biosensors constantly feed real-time data to healthcare system and
the system prompts to concerned physicians and healthcare professionals to make a
decision. These data can be in many formats such as X-ray images, heartbeat
sounds and temperature readings. This gives an idea for a population of a district or
a city, the size of data, a system needs to process, and physicians are required to
handle.

Research in biosciences has taken up a big problem for understanding biological
phenomena and finding solution to disorders that at times set in. The research in
system biology is poised to process huge data being generated from coding
information on genes of their structure and behaviour. Researchers across the globe
need access to each others data as soon as such data are available. As in other cases
these data are available in many forms. And for applications like study on new virus
and its spread require fast processing of such data. Further, visualisation of folds
that happen to proteins is of importance to biologists as they understand nature has
preserved gold mine of information on life at such folds.

Likewise many applications now need to store and process data in time. In year
2000, volume of data stored in the world is of size 800,000 petabytes. It is expected
to reach 35 zettabytes by the year 2020. These figures on data are taken from book
[1]. However, the forecast will change with growing use of digital devices. We are
storing data of several domains ranging from agriculture, environment, house
holdings, governance, health, security, finance, meteorological and many more like.
Just storing such data is of no use unless data are processed and decisions are made
on the basis of such data. But in reality making use of such large data is a challenge
for its typical characteristics [2]. More, the issues are with data capture, data
storage, data analysis and data visualisation.

Big data looks for techniques not only for storage but also to extract information
hidden within. This becomes difficult for the very characteristics of big data. The
typical characteristics that hold it different than traditional database systems include
volume, variety, velocity and value. The term volume is misnomer for its vagueness
in quantifying the size that is fit to label as big data. Data that is not only huge but
expanding and holding patterns to show the order exist in data, is generally qual-
ifying volume of big data. Variety of big data is due to its sources of data generation
that include sensors, smartphones or social networks. The types of data emanate
from these sources include video, image, text, audio, and data logs, in either
structured or unstructured format [3]. Historical database dealing with data of past
has been studied earlier, but big data now considers data emerging ahead along the
timeline and the emergence is rapid so Velocity of data generation is of prime
concern. For example, in every second large amount of data are being generated by
social networks over internet. So in addition to volume, velocity is also a dimension
for such data [4]. Value of big data refers to the process of extracting hidden
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information from emerging data. A survey on generation of big data from mobile
applications is presented in [5].

Classification of big data from different perspectives as presented in [6] is pre-
sented in Fig. 1. The perspectives considered are data sources, content format, data
stores, data staging, and data processing. The sources generating data could be web
and social media on it, different sensors reading values of parameters that changes as
time passes on, internet of things, various machinery that throw data on changing
subfloor situations and transactions that are carried out in various domains such as
enterprises and organisations for governance and commercial purposes. Data staging
is about preprocessing of data that is required for processing for information
extraction. From data store perspective, here the concern is about the way data stored
for fast access. Data processing presents a systemic approach required to process big
data. We will again touch upon these two issues later in Sect. 3.

Having an introduction on big data, next we will go for usages of these data in
different domains. That gives an idea why the study on big data is important for
both business as well as academic communities.

2 Big Data as a Service

In modern days, business has been empowered by data management. In 1970s,
RDBMS (Relational Database Management System) has been successful in han-
dling large volume of data for query and repository management. The next level of

Fig. 1 Big data classification
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data usage has been since 1990s, by making use of statistical as well as data mining
techniques. This has given rise to the first generation of Business Intelligence and
Analytics (BI&A). Major IT vendors including Microsoft, IBM, Oracle, and SAP
have developed BI platforms incorporating most of these data processing and
analytical technologies.

On advent of Web technology, organisations are putting businesses online by
making use of e-commerce platforms such as Flipkart, Amazon, eBay and are
searched for by websearch engines like Google. The technologies have enabled
direct interactions among customers and business houses. User(IP)-specific infor-
mation and interaction details being collected by web technologies (through cookies
and service logs) are being used in understanding customer’s needs and new
business opportunities. Web intelligence and web analytics make Web 2.0-based
social and crowd-sourcing systems.

Now social media analytics provide unique opportunity for business develop-
ment. Interactions among people on social media can be traced and business
intelligence model be built for two-way business transactions directly instead of
traditional one-way transaction between business-to-customer [7]. We are need of
scalable techniques in information mining (e.g. information extraction, topic
identification, opinion mining, question-answering, event detection), web mining,
social network analysis, and spatial-temporal analysis, and these need to gel well
with existing DBMS-based techniques to come up with BI&A 2.0 systems. These
systems use a variety of data emanating from different sources in different varieties
and at different intervals. Such a collection of data is known as big data. Data in
abundance being accompanied with analytics can leverage opportunities and make
high impacts in many domain-specific applications [8]. Some such selective
domains include e-governance, e-commerce, healthcare, education, security and
many such applications that require boons of data science.

Data collected from interactions on social media can be analysed to understand
social dynamics that can help in delivering governance services to people at right
time and at right way resulting to good governance. Technology-assisted gover-
nance aims to use data services by deploying data analytics for social data analysis,
visualisation, finding events in communities, extracting as well as forecasting
emerging social changes and increase understanding of human and social processes
to promote economic growth and improved health and quality of life.

E-commerce has been greatly benefited in making use of data collected from
social media analytics for customer opinions, text analysis and sentiment analysis
techniques. Personalised recommender systems are now a possibility following
long-tail marketing by making use of data on social relations and choices they make
[9]. Various data processing analytics based on association rule mining, database
segmentation and clustering, anomaly detection, and graph mining techniques are
being used and developed to promote data as a service in e-commerce applications.

In healthcare domain, big data is poised to make a big impact resulting to per-
sonalisation of healthcare [10]. For this objective, healthcare systems are planning to
make use of different data the domain churns out every day in huge quantity. Two
main sources that generate a lot of data include genomic-driven study, probe-driven
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treatment and health management. Genomic-driven big data includes genotyping,
gene expression and sequencing data, whereas probe-driven health care includes
health-probing images, health-parameter readings and prescriptions. Health-
management data include electronic health records and insurance records. The
health big data can be used for hypothesis testing, knowledge discovery as well as
innovation. The healthcare management can have a positive impact due to healthcare
big data. A recent article [11] discusses on big data impact on host trait prediction
using meta-genomic data for gastrointestinal diseases.

Security has been a prime concern and it grows more, the more our society opens
up. Security threats emanating across boundary and even from within boundary are
required to be analysed and understood [12]. And the volume of such information
flowing from different agencies such as intelligence, security and public safety
agencies is enormous. A significant challenge in security IT research is the infor-
mation stovepipe and overload resulting from diverse data sources, multiple data
formats and large data volumes. Study on big data is expected to contribute to
success in mitigating security threats. Big data technology including such as
criminal association rule mining and clustering, criminal network analysis,
spatial-temporal analysis and visualisation, multilingual text analytics, sentiment
and affect analysis, and cyber attacks analysis and attribution should be considered
for security informatics research.

Scientific study has been increasingly collaborative. Particularly, sharing of sci-
entific data for research and engineering data for manufacturing has been a modern
trend, thanks to internet providing a pervading infrastructure for doing so [13]. Big
data aims to advance the core scientific and technological research by analysing,
visualising, and extracting useful information from large, diverse, distributed and
heterogeneous data sets. The research community believes this will accelerate the
progress of scientific discovery and innovation leading to new fields of enquiry that
would not otherwise be possible. Particularly, currently we see this happening in
fields of research in biology, physics, earth science, environmental science and many
more areas needing collaborative research of interdisciplinary nature.

The power of big data, i.e. its impact in different domains, is drawn from
analytics that extracts information from collected data and provide services to
intended users. In order to emphasise on vast scope of impending data services, let
us discover some analytics of importance. Data Analytics are designed to explore
and leverage unique data characteristics, from sequential/temporal mining and
spatial mining, to data mining for high-speed data streams and sensor data.
Analytics are formulated based on strong mathematical techniques including sta-
tistical machine learning, Bayesian networks, hidden Markov models, support
vector machine, reinforcement learning and ensemble models. Data analytics are
also looking into process mining from series of data collected in sequence of time.
Privacy security concerned data analytics ensure anonymity as well as confidenti-
ality of a data service. Text Analytics aims at event detection, trend following,
sentiment analysis, topic modelling, question-answering and opinion mining. Other
than traditional soft computing and statistical techniques, text analytics take the
help of several well-researched natural language processing techniques in parsing
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and understanding texts. Analytics for multilingual text translations follow
language mapping techniques. Basically text analytics takes root in information
retrieval and computational linguistics. Information retrieval techniques including
documentation representation and query processing have become so relevant for big
data. Well-developed techniques in that area including vector-space model,
boolean retrieval model, and probabilistic retrieval model can help in design of text
analytics [14]. Computational linguistics techniques for lexical acquisition, word
sense disambiguation, part-of-speech tagging (POST) and probabilistic context-free
grammars are also important in design of text analytics [15]. Web analytics aim to
leverage internet-based services based on server virtualisation, scheduling, QoS
monitoring, infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS) and
service-level agreement monitoring, service check pointing and recovery. Network
analytics on social networks look for link prediction, topic detection, finding
influencing node, sentiment analysis, hate monger nodes and monitoring of special
activities of business and security concerns. Smart cell phone use has thrown up
great expectation in business world for pushing services on cell phones.
Light-weight Mobile analytics are offered as apps on cell phones. These app
applications form an ecosystem for users of several domains. Providing
location-based services is the specialisation of mobile analytics. Some of these
analytics can predict presence of a person at a place at a given time, possible
co-occurrence and prediction of mobility of a person. It can also perform locational
service search along with mobility. On cell phone, gaming is also favourite ana-
lytics. Analytics of different domains have become so popular that volunteers have
started contributing particularly in apps development. The types of analytics, their
characteristics and possible applications are given in a tabular form Table 1 [16].

Table 1 Analytics and characteristics

Types of
analytics

Characteristics Examples

Operational
analytics

• Complex analytic queries Real-time fraud
detection, ad serving,
high-frequency trading

• Performed on the fly as part of operational
business processes

• Concurrent, high data volume of operational
transactions

Deep
analytics

• Typically multisource Gaining insight from
collected smart utility
meter data

• Non-operational transactions data

• Complex data mining and predictive analytics

• Real-time or near real-time responses

• Uses map reduce-type framework, columnar
databases, and in-memory analysis

Time series
analytics

• Analytics with the concept of a transaction: an
element that has a time, at least one numerical
value, and metadata

Algorithmic trading

Insight
intelligence
analytics

Analysis over a vast complex and diverse set of
structured and unstructured information
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3 Big Data Processing

Big data as told in previous section offers a bountiful of opportunities. But,
opportunities always come with challenges. The challenge with big data is its
enormous volume. But, taming the challenges and harnessing benefit always have
been with scientific tamper. In this section, first we will touch upon challenges big
data processing faces and then will talk of broad steps the processing follows, while
discussing, we will take help of a conceptual framework for easy understanding.
However, some of the prevailing architectures for big data processing will be
referred in next section while surveying on big data technology.

Recent conservative studies estimate that enterprise server systems in the world
have processed 9:57� 1021 bytes of in year 2008 [17]. Collaborative scientific
experiments generate large data. A bright example of kind is “The Large Hadron
Collider” at CERN experiment that will produce roughly 15 petabytes of data
annually, enough to fill more than 1.7 million dual-layer DVDs per year [18].
YouTube the popular medium is used heavily for both uploading and viewing.
A conservative number as reported at [19] says 100 h of video are being uploaded
in every minute while 135,000 h is watched. Multimedia message traffic counts
28.000 MMS every second [20]. Roughly, 46 million mobile apps were down-
loaded in 2012 and each also collects data. Twitter contributes to big data nearly
9100 tweets every second. From e-commerce domain we can consider eBay that
processes more than 100 petabytes of data every day [21]. The volume of big data
looks like a data avalanche posing several challenges. Big data service faces
challenges for its very characteristics and has generated enormous expectations.
First, we will discuss on a broad outline of data service and then refer to some
important challenges the service faces.

3.1 Processing Steps

Big data service process has few steps starting from Data acquisition, Data staging,
Data analysis and application analytics processing and visualisation. Figure 2
presents a framework for big data processing that models at higher level, the
working of such a system. Source of data could be internet-based applications and
databases that store organisational data. On acquiring data, preprocessing stage
called data staging includes removal of unrequired and incomplete data [22].

Then, it transforms data structure to a form that is required for analysis. In the
process, it is most important to do data normalisation so that data redundancy is
avoided. Normalised data then are stored for processing. Big users from different
domains such as social computing, bioscience, business domains and environment
to space science look forward information from gathered data. Analytics corre-
sponding to an application are used for the purpose. These analytics being invoked
in turn take the help of data analysis technique to scoop out information hiding in
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big data. Data analysis techniques include machine learning, soft computing,
statistical methods, data mining and parallel algorithms for fast computation.
Visualisation is an important step in big data processing. Incoming data, infor-
mation while in processing and result outcome are often required to visualise for
understanding because structure often holds information in its folds; this is more
true in genomics study.

3.2 Challenges

Big data service is hard for both hardware and software limitations. We will list
some of these limitations that are intuitively felt important. Storage device has
become a major constraint [23] for the presently usual HDD: Hard Disk Drive with
random access technology used for data storage is found restrictive particularly for
fast input/output transmission [24] that is demanding for big data processing.
solid-state device (SSD) [25] and phase change memory (PCM) [26] are the leading
technology though promising but far from reality.

Other than storage limitation, there could be algorithmic design limitation in
terms of defining proper data structures that are amenable for fast access for data
management. There is a need for optimised design and implementations of indexing
for fast accessing of data [27]. Novel idea on key-value stores [28] and database file
system arrangement are challenge for big data management [29, 30].

Communication is almost essential with big data service for both data acquisition
and service delivery for both are usually carried out on internet. Big data service
requires large bandwidth for data transmission. Loss of data during transmission is

Fig. 2 Big data processing
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always of possibility. In case of such loss, maintaining data integrity is a challenge
[31]. More to it, there is always data security problem [32]. Cloud environment now
has taken up big data storage issues. Many big data solutions are appearing with
cloud technology [33, 34].

Demanding computational power has been a part of big data service. Data
analysis and visualisation both require high computing power. As the data size is
scaling up, the need for computing power is exponentially increasing. Although, the
clock cycle frequency of processors is doubling following Moore’s Law, the clock
speeds still highly lag behind. However, development of multicore processor with
parallel computation for the time being is seen as a promising solution [2, 35].

Collection of data and providing data services on real time are of high priority
for big data applications such as navigation, social networks, finance, biomedicine,
astronomy, intelligent transport systems, and internet of things. Guaranteeing
timeliness in big data service is a major challenge. This not only requires high
computing power but also requires innovative computing architectures and pow-
erful data analysis algorithms.

The foremost challenge the emerging discipline faces is acute shortage of human
resources. Big data application development needs people with high mathematical
abilities and related professional expertise to harness big data value. Manyika et al.
[36] illustrates difficulties USA faces in human resource for the purpose, but sure it
is so for any other country too.

3.3 Guidelines

The challenge big data processing faces, looks for solution not only in technology
but also in process of developing a system. We will list out these in brief following
the discussion made in [37–39]. Big data processing needs distributed computation.
And making for such a system is fairly dependent on type of application we have in
hand. The recommended seven principles in making of big data systems are as
follows:

Guideline-1: Choice of good architecture: big data processing is performed
either on batch mode or in stream mode for real-time processing. While for the
former MapReduce architecture is found effective but for later we need an archi-
tecture that provides fast access with key-value data stores, such as NoSQL, high
performance and index-based retrieval are allowed. For real-time big data systems,
Lambda Architecture is another example emphasising need for application-based
architecture. This architecture proposes three-layer architecture the batch layer, the
serving layer, and the speed layer claiming its usefulness in real-time big data
processing [38].

Guideline-2: Availability of analytics: Making data useful is primarily depen-
dent on veracity of analytics to meet different objectives different application
domains look for. Analytics range from statistical analysis, in-memory analysis,
machine learning, distributed programming and visualisation to real-time analysis
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and human–computer interaction. These analytics must be resident of big data
platforms so that applications can invoke on need.

Guideline-3: Variance in analytics: There can be a set of analytics for a domain
that fits for all types of needs. Analytics can provide good dividends when tailored
for an application. It is true so more for exponential increase in big data size. Seems,
the trend is towards small data in view of usability of analytics [40].

Guideline-4: Bring the analysis to data: Moving voluminous data to analyst is
not a practical solution for big data processing mainly for expense in data trans-
mission. Instead of data migration, the issue of migration of analytics needs to be
thought of.

Guideline-5: In-memory computation: It is now a leading concept for big data
processing. In-memory analytic [39] that probes data resident on memory instead of
disk is becoming popular for it is time saving. Real-time applications will most
benefit of in-memory analytics.

Guideline-6: Distributed data storage and in-memory analytic: Distributed data
storage is an accepted solution in order to cope up with voluminous data immersing
from different sources. Further analytics is to accompany with data that need the
analytics. This needs data partitioning and its storage along with the analytics data
require. Cloud technology has shown a natural solution for uploading data and
associated analytics on cloud so that being invoked big data processing takes place
on a virtual super computer that is hidden on cloud.

Guideline-7: Synchrony among data units: Big data applications are to be
centred around data units where each is associated with requiring analytics. Clusters
of data units need to work in synchrony guaranteeing low latency of response for
data-driven applications.

3.4 Big Data System

Next, we will have a brief discussion on a typical big data system architecture that
can provide big data Service. Such a system is a composition of several subsystems.
The framework is presented in Fig. 3. It shows an organic link among components
that manage information and provide data service including business intelligence
applications. The framework is taken from [41]; the copyright of the framework is
with intelligent business strategies.

Big data system rather is an environment inhabited by both conventional as well
as new database technologies enabling users not only to access information of
variety forms but also infer knowledge from it. In literature, big data system is even
termed as “Big Data Ecosystem”. It has three-layered ecosystem with bottom one
interfacing to all kinds of data sources that feed the system with all types of data,
i.e. structured and unstructured. It also includes active data sources, e.g. social
media, enterprise systems, transactional systems where data of different formats
continue to stream. There could be traditional database systems, files and docu-
ments with archived information forming data sources for a big data system.
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The middle layer is in responsible of data management that includes data staging,
data modelling, data integration, data protection, data privacy and auditing. It can
have capability of virtualisation making data availability resilient on cloud envi-
ronment. The third layer interfacing stake holders provides facilities for running
applications. Broadly, the facilities include application parallelisation, information
retrieval, intelligent implications and visualisation. The tools and techniques are key
to success of a big data system. Usability of such a system increases by making use
of appropriate technologies. Big data community is in the process of developing
technologies and some of them have caught the imagination of users. Next section
presents few popular technologies, though it does not claim a thorough review but
make an attempt in citing major technologies made impact in big data processing

4 Technology and Tools

In this section, we point out technology and tools that have big impact on big data
service. First we talk of hardware technologies followed by software technologies.
Later in this section, we brief on some tools that are made for different purposes in
big data service.

Fig. 3 Big data framework
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4.1 Hardware Technology

Conventional storage technology DRAM to store persistent data faces problem for
long-term use because disks have moving parts that are vulnerable to malfunction in
long run. DRAM chips need constant power supply irrespective of its usage. So, it is
not an energy-efficient technology. Non-volatile memory technology shows a
promising solution in future memory designs [42]. There are thinkings on use of
NVM even at instruction level so that operating system can work fast. It is a wish to
see NVM technology brings revolution to both data store and retrieval. Other than
memory, technology looks for improving processing power to address the need for
fast data processing. Significant solution towards that includes Data-Centre-on-Chip
(DOC) [43]. It proposes four usage models that can be used to consolidate appli-
cations that are homogeneous and cooperating and manage synchrony on shared
resources and at the same time speed up computation providing cache hierarchies.
Tang et al. [44] proposes a hardware configuration that speeds execution of Java
virtual machine (JVM) by speeding up algorithms like garbage collection. Same idea
can be adopted for big data processing applying hardware technology to speed up
data processing at bottlenecks usually found at data being shared by many.

Conventional TCP/IP stack for communication is usually homogeneous and
works well for lossless transmissions. Round-trip time (RTT) is usually less than
250 μs in absence of queuing. This technology does not work for big data com-
munication, for its communication, infrastructure requirement is very different. On
addressing data-centric communication network problem, all-optical switching
fabric could be a promising solution. It proposes computer to directly talk to
network by passing the bottleneck of network interface. Processor to memory path
can also have optical fibre connection. The first parallel optical transceiver capable
of one terabit transmission per second is designed by IBM [45]. Intel is coming out
of switches with optical interconnect cable in later versions of Thunderbolt. Hybrid
electrical/optical switch Helios architecture [46] is also a promising solution.

Virtualisation technology though came with mainframe technology [47] and
gone low for availability of inexpensive desk top computing has come to forefront
again for processing big data service on cloud environment. Technologies are
coming up for both CPU, memory and I/O virtualisation. For big data analytics,
even code virtualisation (like JVM) is being intended for. This technology helps in
run-time virtualisation following dynamically typed scripting languages or the use
of just-in-time (JIT) techniques [48].

4.2 Software Technology

Here, we next take up developments in software technology taking place for big
data services. First, we point out the requirements in software technology in
development of big data systems following the discussion made in [49]. The
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requirements include storage management and data processing techniques partic-
ularly towards business intelligence applications.

Big data storage not only faces challenge in hardware technology but also the
challenge with its store management. As the paper [50] through CAP theorem
indicates, assurance of high availability as well as consistency of data in distributed
systems is always an ideal situation. Finally, one has to relax constraints in
maintaining consistency. The nature of applications makes decisive impact assur-
ance of consistency. Some applications need eventual consistency. For example,
Amazon uses Dynamo [51] for its shopping cart. Facebook uses Cassandra [52] for
storing its varieties of postings. Issues such as file systems [29, 30], data structures
[28] and indexing [27] are being actively studied for making big data systems meet
growing user needs.

Data processing requirements can be better understood by following the way
data are being generated in big data environment. Other than being bulk and het-
erogeneous, big data characterises with its offline and online processing. Streaming
(online) data processing and that at back-end need different approaches as latency
for both are diametrically different. Again taking application characteristics into
consideration, we find task parallelism is required by scientific applications and
data-parallelism by web applications. However, all data-centric applications need
to be fault-resilient, scalable as well as elastic in resource utilisation. MapReduce
technique is well known for data parallel model used for batch processing. Google’s
MapReduce [53] is the first successful use of big data processing. It provides
scalable and fault-tolerant file system in development of distributed applications.
The paradigm has two phases, viz. Map and Reduce. On input, programmer-defined
Map function is applied on each pair of (Key, Value): list to produce list of (Key,
Value, list) list as intermediate list. And in Reduce phase, another
programmer-defined function is applied to each element of the intermediate list.
The paradigm supports run-time fault-tolerance by re-executing failed data pro-
cessing. Opensource version Hadoop [54] supporting MapReduce paradigm is
expected to be used for half of the world data in 2015 [55]. There are different
versions of MapReduce technique to cater to different types of applications, e.g. for
online aggregation and continuous queries, a technique is proposed in [56].
Extension to MapReduce is proposed in [49, 57] to support asynchronous algo-
rithms. Some other extensions of MapReduce to support different types of appli-
cations and assuring optimised performance by introducing relaxed synchronisation
semantics are proposed in [58, 59]. A survey on ongoing research on MapReduce
can be found in [60].

MapReduce technique is found expensive for processing bulk of data required to
be analysed iteratively for it requires reloading of data for each iteration.
Bulk-synchronous parallel processing (BSP) technique offers a solution [61] to this
problem by providing distributed access to data and primitives for intermediate
synchronisations. The scheme does not need reloading of data, but augments data
store on available of new data. Based on this technology, Google uses a software
system Pregel for iterative execution of its graph algorithms that holds entire graph
in its distributed memory so, avoiding frequent disk access for data processing [62].
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Phoebus [63] that works following BSP concept is increasingly being used for
analysis of postings made on social networks such as Facebook and LinkedIn.
However, getting entire graph in memory though in distributed form will in future
not be possible to meet the rise in data generation. There is a need to look for efficient
graph partitioning-based data characteristics and use of data.

Event-driven applications are usually time-driven. Basically, it monitors, receives
and process events in a stipulated time period. Some applications consider each event
as atomic and take action with respect to the event. But, some look for complex events
for taking actions for example looking for a pattern in events for making a decision.
For the later case, events in a stream pass through a pipeline for being accessed. This
remains a bottleneck in processing streaming events following MapReduce scheme,
though some systems such as Borealis [64] and IBM’s System S [65] manage to work
still in future, there is a need for finding scalable techniques for efficient stream-data
processing (Stream data: e.g. clicks on Web pages, status changes and postings on
social networks). It has been slow in development of cloud-centric stream-data
processing [56]. Resource utilisation is key to process scalable data using cloud-
centric system. However, such system must manage elasticity and fault-tolerance for
making event-driven big data applications viable.

Data-centric applications require parallel programming model and to meet data
dependency requirements among tasks, intercommunication or information sharing
can be allowed. This in turn gives rise to task parallelism. Managing conflict in
concurrent executions in big data processing environment is a formidable task.
Nevertheless, the idea of sharing key-value pairs on memory address space is being
used to resolve potential conflicts. Piccolo [66] allows to store state changes as
key-value pairs on distributed shared memory table for distributed computations.
A transactional approach for distributed processing TransMR is reported in [67]. It
uses MapReduce scheme for transactional computation over key-value data store
stored in BigTable. Work towards data-centric applications is in progress with an
aim to provide elastic, scalable and fault-tolerant systems.

Now, as big data applications evolve, there is a need of integration of models for
developing applications of certain needs. For example, stream processing followed
by batch processing is required for applications that collect clicks and process
analytics in batch mode. A published subscribe system can be of a tight coupled
system of data-centric and event-based system where subscriptions are partitioned
based on topics and stored at different locations and as publications occur then get
directed to their respective subscriptions. Though Apache yarn [54] is a system with
multiple programming models still much work is to be done for development of
systems with multiple programming models.

4.3 Big Data Tools

Engineering of software systems is primarily being supported by tools and progress
on big data applications is substantially leveraged by big data tools. There have
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been several tools from University labs and Corporate R&Ds. Some of them we
mention here for completeness though the list is not claimed to be exhaustive.

Hadoop has emerged as the most suitable platform for data-intensive distributed
applications. Hadoop HDFS is a distributed file system that partitions large files
across multiple machines for high-throughput data access. It is capable of storing
both structured as well as unstructured heterogeneous data. On it data storage data
scientists run data analytics making use of its Hadoop MapReduce programming
model. The model specially designed to offer a programming framework for dis-
tributed batch processing of large data sets distributed across multiple servers. It
uses Map function for data distribution and creates key, value pairs for use in
Reduce stage. Multiple copies of a program are created and made run at data
clusters so that transporting data from its location to node for computation is
avoided. Its component Hive is a data warehouse system for Hadoop that facilitates
data summarisation, adhoc queries, and the analysis of large datasets stored in
Hadoop compatible file systems. Hive uses a SQL-like language called HiveQL.
HiveQL programs are converted into Map/Reduce programs; Hadoop has also
provision to noSQL data using its component called HBase. It uses column-oriented
store as used in Google’ Bigtable. Hadoop’s component Pig is a high-level
data-flow language for expressing Map/Reduce programs for analysing large HDFS
distributed data sets. Hadoop also hosts a scalable machine learning and data
mining library called Mahout. Hadoop environment has a component called Oozie
that schedules jobs submitted to Hadoop. It has another component Zookeeper
that provides high-performance coordination service for distributed applications.

Other than Hadoop there are a host of tools available to facilitate big data
applications. First we mention some other batch-processing tools, viz. Dryad [68],
Jaspersoft BI suite [69], Pentaho business analytics [70], Skytree Server [71],
Tableau [72], Karmasphere studio and analyst [73], Talend Open Studio [72] and
IBM InfoSphere [41, 74]. Let us have brief introduction of each of these tools as
follows.

Dryad [68] provides a distributed computation programming model that is scal-
able and user-friendly for keeping the job distribution hidden to users. It allocates,
monitors and executes a job at multiple locations. A Dryad application execution
model runs on a graph configuration where vertices represent processors and edges
for channels. On submission of an application, Dryad centralised job manager
allocates computation to several processors forming directed acyclic graph. It
monitors execution and if possible can update a graph providing resilient computing
framework in case of a failure. Thus, Dryad is a self-complete tool to deal with
data-centric applications. Jaspersoft BI suite [69] is an open source tool efficient for
big data fast access, retrieve and visualisation. Speciality of the tool is its capability
to interface with varieties of databases not necessarily of relational databases
including MongoDB, Cassandra, Redis, Riak and CouchDB. Its columnar-based
in-memory engine makes it able to process and visualise large-scale data. Pentaho
[70] is also an open source tool to process and visualise data. It provides Web
interfaces to users to collect data, store and make business decision executing
business analytics. It also can handle different types of data stores not necessarily of
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relational database. Several popular NoSQL databases are supported by this tool. It
also can handle Hadoop file systems for data processing. Skytree Server [71] is a tool
of next generation providing advance data analytics including machine learning
techniques. It has five useful advanced features, namely recommendation systems,
anomaly/outlier identification, predictive analytics, clustering and market segmen-
tation, and similarity search. The tool uses optimised machine learning algorithms
for it uses with real-time streaming data. It is capable to handle structured and
unstructured data stores. Tableau [72] has three main functionalities for data visu-
alisation, interactive visualisation and browser-based business analytics. The main
modules for these three functionalities are Tableau Desktop, Tableau Public and
Tableau Server for visualisation, creative interactive visualisation and business
analytics, respectively. Tableau also can work with Hadoop data store for data
access. It processes data queries using in-memory analytics so this caching helps to
reduce the latency of a Hadoop cluster. Karmasphere studio and analyst [73] is
another Hadoop platform that provides advanced business analytics. It handles both
structured and unstructured data. A programmer finds an integrated environment to
develop Hadoop programs and to execute. The environment provides facilities for
iterative analysis, visualisation and reporting. Karmasphere is well designed on
Hadoop platform to provide integrated and user-friendly workspace for processing
big data in collaborative way. Talend Open Studio [72] is yet another Hadoop
platform for big data processing, but the speciality with it is visual programming
facility that a developer can use to drag icons and stitch them to make an application.
Though it intends to forego writing of complex Java programs but capability of
application performance is limited to usability of icons. However, it provides a good
seeding for application development. It has facility to work with HDFS, Pig,
HCatalog, HBase, Sqoop or Hive. IBM InfoSphere [41, 74] is a big data analytic
platform with Apache Hadoop system that provides warehousing as well as big data
analytics services. It has features for data compression, MapReduce-based text and
machine learning analytics, storage security and cluster management, connectors to
IBM DB2, IBM’s PureData, Job scheduling and workflow management and
BigIndex—a MapReduce facility that leverages the power of Hadoop to build
indexes for search-based analytic applications.

Now we introduce some tools used for processing of big data streams. Among
them IBM InfoSphere Streams, Apache Kafka, SAP HANA, Splunk, Storm,
SQLstream s-Server and S4 are referred here. IBM InfoSpere Streams is a real-time
data processing stream capable of processing infinite length of stream data. It can
process streaming of different structures. It has library of real-time data analytics and
can also accept third-party analytics to run. It processes stream of data and looks for
emerging patterns. On recognition of a pattern, impact analysis is carried out and
necessary measure is taken fitting to made impact. The tool can attend to multiple
streams of data. Scalability is provided by deploying InfoSphere Streams applica-
tions on multicore, multiprocessor hardware clusters that are optimised for real-time
analytics. It has also dashboard for visualisation. Apache Kafka [75] developed at
LinkedIn processes streaming data using in-memory analytics for meeting real-time
constraints required to process streaming data. It combines offline and online

Big Data: An Introduction 17



processing to provide real-time computation and produce ad hoc solution for these
two kinds of data. The characteristic the tool has includes persistent messaging with
O (1) disk structures, high-throughput, support for distributed processing, and
support for parallel data load into Hadoop. It follows distributed implementation of
published subscribe system for message passing. Interesting behaviour of the tool is
combining both offline and online computation to meet real-time constraints
streaming data processing demands. SAP HANA [76] is another tool for real-time
processing of streaming data. Splunk [77] as real-time data processing tool is dif-
ferent than others in the sense it processes system-generated data, i.e. data available
from system log. It uses cloud technology for optimised resource utilisation. It is
used to online monitor and analyse the data systems produce and report on its
dashboard. Storm [78] is a distributed real-time system to process streaming data. It
has many applications, such as real-time analytics, interactive operation system,
online machine learning, continuous computation, distributed RPC (Remote
Procedure Call) and ETL (Extract, Transform and Load). Alike Hadoop clusters, it
also uses clusters to speed data processing. The difference between two is in making
of topology as Storm makes different topology for different applications, whereas
Hadoop uses the same topology for iterative data analysis. Moreover, Storm can
dynamically change its topology to achieve resilient computation. A topology is
made of two types of nodes, namely spouts and bolts. Spout nodes denote input
streams, and bolt nodes receive and process a stream of data and further output a
stream of data. So, an application can be seen as parallel activities at different nodes
of a graph representing a snap shot of distributed execution of the application.
A cluster is seen as a collection of master node and several worker nodes. A master
node and a worker node implement two daemons Nimbus and Supervisor, respec-
tively. The two daemons have similar functions as JobTracker and TaskTracker in
MapReduce framework do. Another kind of daemon called Zookeeper plays an
important role to coordinate the system. The trilogy together makes storm system
working in distributed framework for real-time processing of streaming data.
SQLstream [79] is yet another real-time streaming data processing system to dis-
cover patterns. It can work efficiently with both structured as well as unstructured
data. It stores streaming in memory and processes with in-memory analytics taking
benefit of multicore computing. S4 [80] is a general purpose platform that provides
scalable, robust distributed and real-time computation of streaming data. It provides
a provision for plug-in-play making a system scalable. S4 also employs Apache
ZooKeeper to manage its cluster. Successfully it is being used in production system
of Yahoo to process thousands of queries posted to it.

However, other than batch processing and stream processing, there is a need of
interactive analysis of data by a user. Interactive processing needs speed for not
making users waiting for reply to queries. Apache drill [81] is a distributed system
capable of scaling up on 10,000 or more servers processing different types of data.
It can work on nested data and with a variety of query languages, data formats and
data sources. Dremel [82] is another kind interactive big data analysis tool proposed
by Google. Both search data stored either in columnar form or on a distributed file
system to respond to users queries.
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Different big data applications have different requirements. Hence, there are
different types of tools with different features. And for the same type of application,
different tools may have different performance. Further, tools acceptance depends
on its user friendliness as a development environment. On choosing a tool for an
application development, all these issues are to be taken into consideration.

Looking at all these tools, it is realised that good tool must be not only fast in
processing and visualisation but also should have ability in finding out knowledge
hidden in avalanche of data. Development in both the fronts requires research
progress in several areas in computer science. In next section, we address some
research issues big data is looking for.

5 Research Issues

Success in big data highly depends on its high-speed computing and analysis
methodologies. These two objectives have a natural trade-off between cost in
computation and number of patterns in data found. Here, principles of optimisation
play a role in finding optimal solution in search of enough patterns in less cost. We
have many optimisation techniques, namely stochastic optimisation, including
genetic programming, evolutionary programming, and particle swarm optimisation.
Big data application needs optimisation algorithms that work not only fast but also
with reduced memory [83, 84]. Data reduction [85] and parallelisation [49, 86] are
issues also to be considered for optimisation.

Statistics as commonly known for data analysis has also role in processing of big
data. But, statistical algorithms are to be extended to meet scale and time
requirements [87]. Parallelisation of statistical algorithms is an area of importance
[88]. Further, statistical computing [89, 90] and statistical learning [91] are two hot
research areas of promising result.

Social networking is currently massive big data generator. Many aspects [92] of
social networks need intensive research for obtaining benefits as understanding
digital society in future hold key to social innovation and engagement. First, study
of social network structure includes many interesting issues such as link formation
[93] and network evolution [94]. Visualising digital society with its dynamic
changes and issue-based associations are interesting areas of research [95, 96].
Usages of social network are plenty [97] including business recommendation [98]
and social behaviour modelling [99].

Machine learning has been in study of artificial intelligence that finds knowledge
pattern on analysing data and uses the knowledge in intelligent decision-making
that means decision making in a system is governed by the knowledge found by
itself [100]. Likewise, big data being a collection of huge data may contain several
patterns to discover by analysis. Existing machine learning algorithms both
supervised and unsupervised face scale up problem to process big data. Current
research aims for improving these algorithms to overcome the limitations they have.
For example, ANN being so successful in machine learning performs poor for big
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data for memory limitations, intractable computing and training [101]. The solution
can be devised by reducing data keeping size of ANN limited. Another method may
opt for massive parallelisation like MapReduce strategy. Big data analysis based on
deep learning that leads to pattern detection based on regularity in spatio-temporal
dependencies [102, 103] is of research interest. A work on learning on
high-dimensional data is reported in [104]. Deep learning has been found successful
in [105, 106], and it will also be useful in finding patterns in big data. In addition,
visualisation of big data is a big research challenge [107], it takes up issues in
feature extraction and geometric modelling to significantly reduce the data size
before the actual data rendering. Again proper data structure is also an issue for data
visualisation as discussed in [108].

Research in above areas aims at developing efficient analytics for big data analysis.
Also we look for efficient and scalable computing paradigms, suitable for big data
processing. For example, there are intensive works on variants of MapReduce
strategy as the work reported in [56] is for making MapReduce work online. From
literature, next we refer to emerging computing paradigms, namely granular com-
puting, cloud computing, bio-inspired computing, and quantum computing.

Granular Computing [109] has been there even before arrival of big data.
Essentially, the concept finds granularity in data and computation and applies
different computing algorithms at different granularity of an application. For
example, for analysing country economy one needs an approach that is different
than the algorithm required for that of a state. The difference is something like
macro- and microeconomics. Big data can be viewed at different granularity and
can be used differently for different usages such as pattern finding, learning and
forecasting. This suggests the need of granular computing for big data analysis
[110, 111]. Changes in computation can be viewed as a development from
machine-centric to human-centric then to information- and knowledge-centric. In
that case, information granularity suggests the algorithm for computation.

Quantum computing [112] is in its fledging state but theoretically it suggests a
framework capable of providing enormous memory space as well as speed to
manipulate enormous input simultaneously. Quantum computing is based on theory
of quantum physics [113]. A quantum works on concept qubit that codifies states in
between zero and one to distinguishable quantum states following the phenomena of
superposition and entanglement. The research in this area [114] soon hopefully helps
to realise quantum computer that will be useful for big data analysis.

Cloud computing [115] presently has caught imagination of users by providing
capability of super computers at ease over internet by virtualisation and sharing of
affordable processors. This has assured resource and computing power of required
scale [116] for computing. The computing need of big data fits well to cloud
computing. As data grow or computation need grows, an application can ask for
both computing and storage services from cloud for its elasticity to match with
requirement load. And further, billing of cloud computing is made fairly simple for
its pay-as-you-use rule. Currently, corporates have shown interest in providing big
data application on cloud computing environment. This is understandable for the
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number of tools available for the purpose. Further research will lead cloud com-
puting to height as and when big data applications scale up to unprecedented size.

Biology has taken to centre stage in revolutionising today’s world in many
spheres. Particularly, for computation there has been an effort to get human intel-
ligence to machine. Currently, researchers are interested in looking at phenomena
that happen in human brain for storage of huge information for years after years and
retrieve an information as need arises. The size and the speed human brain capable
of are baffling and can be useful for big data analysis, if the phenomena are well
understood and replicated on a machine. This quest has given rise to both
bio-inspired hardware [117] as well as computing [118]. Researchers carry forward
works in three fronts to design biocomputers, namely biochemical computers,
biomechanical computers, and bioelectronic computers [119]. In another work,
[120] biocomputing is viewed as a cellular network performing activity such as
computation, communications, and signal processing. A recent work shows use of
biocomputing in cost minimisation for provisioning data-intensive services [121].
As a whole, biological science and computing science both together project an
emerging exciting area of research for taking up problems from both the sides with
a great hope of extending boundary of science. The evolving paradigm is also
expected to help immensely in big data analysis for possible power of computing
mixed with intelligence.

This section points out some research areas that hold promise in big data
analysis. As the applications in big data matures, its dimensions will be immersing
better and so also new research problems will come up in finding solutions. Next,
we conclude this chapter with a concluding remark.

6 Conclusion

Big data is now an emerging area in computer science. It has drawn attention of
academics as well as developers and entrepreneurs. Academics see challenge in
extracting knowledge by processing huge data of various types. Corporates wish to
develop systems for different applications. Further, making big data applications
available for users while on move is also on demand. These interests from several
quarters are going to define growth in big data research and applications. This
chapter intends to draw a picture on a big canvas of such developments.

On defining big data, the chapter goes on describing usages of big data in several
domains including health, education, science and governance. This, the idea of big
data as a service, makes a ground rationalising intent of study in big data. Next, the
chapter makes a point on complexity in big data processing and lists out some
guidelines for the same. Processing of big data needs a system that scales up to
handle huge data size and is capable of very fast computation. The third section has
a discussion on a big data system architecture. Some applications need
batch-processing system and some need online computation. Real-time processing
of big data is also of need for some usages. Thus, big data architectures vary based
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on nature of applications. But, it is seen in general a big data system design mostly
keeps two things at priority; firstly managing huge heterogeneous data and secondly
managing computation at demanding less and less time. Currently, study on data
science has engaged itself for solutions at the earliest.

Success in big data science largely depends on progress in both hardware and
software technology. Fourth section of this chapter presents a picture on current
developments in both hardware and software technology that are of importance for big
data processing. Emergence of non-volatile memory (NVM) is expected to address
some solutions that currently memory design for big data processing faces. For fast
computations, for the time being data on chip (DOC) could be an effective solution. In
addition, cloud computing has shown a way for resource utilisation for big data
processing.Not only technology but also computing platformhas a hand in success of
big data. In that context, there are several tools that provide effective platforms in
developing big data systems. This section also presents some references to known
tools so that interested readers can pursue more to know details of a tool of its interest.

The sixth section presents research challenges that big data has brought in many
areas in computer science. It discusses on several computing paradigms that may
hold key to success in big data processing for its ever demanding need for
high-speed computation. The chapter also spells needs on developing new variants
of algorithms for knowledge extraction from big data. This gives a call to computer
scientists to devise new adaptive strategy for fast computation.

Social networking and big data go almost hand to hand for the former being a
major source for generation of big data. Thus, study on social networking has a
bearing on advancement of big data usage. This also brings many vital social issues
onto picture. For example, sharing of data is a very contentious issue. For example,
an online analytic making use of data generated due to one’s activity in social
network raises an ethical question on rights and privacy. Many such ethical and
social issues gradually come to fore when usages of big data applications rise. This
challenge also invites social scientists to give a helping hand to success of big data.
Of course, there could be a question in mind, that is natural to think on sustain-
ability of big data processing. Should there be such huge distributed systems
spanning across the globe is the future of computing? Or is there some data that is
comprehensive and generic enough to describe the world around that is Small Data?
This philosophical question could be contagious to intriguing minds!

Exercise

1. Define big data. Explain with an example.
2. List the possible sources generating big data.
3. Discuss on usage of big data in different domains?
4. Why is it called “big data a Service”? Justify your answer.
5. What makes big data processing difficult?
6. Discuss on the guidelines for big data processing.
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7. Draw an ecosystem for a big data system. Explain functionality of each
component.

8. Discuss on hardware and software technology required for big data processing.
9. Make a list of big data tools and note their functionality

10. Discuss on trends in big data research.
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Big Data Architecture

Bhashyam Ramesh

Abstract Big data is a broad descriptive term for non-transactional data that are
user generated and machine generated. Data generation evolved from transactional
data to first interaction data and then sensor data. Web log was the first step in this
evolution. These machines generated logs of internet activity caused the first growth
of data. Social media pushed data production higher with human interactions.
Automated observations and wearable technologies make the next phase of big
data. Data volumes have been the primary focus of most big data discussions.
Architecture for big data often focuses on storing large volumes of data. Dollars per
TB (Terabyte) becomes the metric for architecture discussions. We argue this is not
the right focus. Big data is about deriving value. Therefore, analytics should be the
goal behind investments in storing large volumes of data. The metric should be
dollars per analytic performed. There are three functional aspects to big data—data
capture, data R&D, and data product. These three aspects must be placed in a
framework for creating the data architecture. We discuss each of these aspects in
depth in this chapter. The goal of big data is data-driven decision making. Decisions
should not be made with data silos. When context is added to data items they
become meaningful. When more contexts are added more insight is possible.
Deriving insight from data is about reasoning with all data and not just big data. We
show examples of this and argue big data architecture must provide mechanisms to
reason with all data. Big data analytic requires all forms of different technologies
including graph analytics, statistical analytics, path analysis, machine learning,
neural networks, and statistical analysis be integrated in an integrated analytics
environment. Big data architecture is an architecture that provides the framework
for reasoning with all forms of data. We end this chapter with such architecture.
This chapter makes three points as follows: (a) Big data analytics is analytics on all
data and not just big data alone; (b) Data complexity, not volume, is the primary
concern of big data analytics; (c) Measure of goodness of a big data analytic
architecture is dollars per analytics and not dollars per TB.
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1 Introduction

This chapter gives the architecture for big data. The intent is to derive value from
big data and enable data-driven decision making. The architecture specified here is
for the data-centric portions. It does not cover mechanisms and tools required for
accessing the data. The choice of such mechanisms is based at least in part on the
interfaces necessary to support a wide variety of access tools and methods. They
must support all forms of applications including business intelligence (BI), deep
analytics, visualization, and Web access to name a few.

Big data is a broad term. Wikipedia defines big data as “an all-encompassing
term for any collection of data sets so large and complex that it becomes difficult to
process using traditional data processing applications.” We agree with this defini-
tion of big data.

Benefitting from big data, that is, deriving value from big data requires pro-
cessing all data big and not so big. In other words, big data processing is not an
isolated exercise. Just as data understanding increases with descriptive metadata,
value of data in general and value of big data in particular increase with context
under which the data is analyzed. This context resides in many places in the
organizations’ data repository. These must be brought under an overarching
architecture in order to fully derive value from big data.

The rest of this chapter is organized as follows:
We discuss data and its key characteristics as foundations for understanding the

data architecture. Sections 2–4 cover these discussions. Section 2 defines big data.
It describes the three different components of big data. Section 3 defines different
characteristics of big data and their evolution. It shows that data growth has been in
spurts and has coincided with major innovations in storage and analytics. Big data
is the next stage in this data growth story. Section 4 specifies some value metric as a
motivation for evaluating the architecture.

We then discuss mechanisms for deriving value from data. Sections 5–7 cover these
discussions. Section 5 specifies three functional components of data-driven decision
making. It explains the phases that data goes through in order to become a product.
Section 6 lays the foundation for the assertion that deriving value from big data is about
reasoning with all data and not just big data. Section 7 focuses on data analytics and the
evolutions in that space. It argues for an integrated analytics framework.

Section 8 gives the overall architectural framework by building on these earlier
sections.

Finally, Sect. 9 puts them all together with a use-case.
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2 Defining Big Data

Gartner defines big data in terms of 3Vs—volume, variety, and velocity [1]. These
three Vs are briefly explained in the following paragraphs. Some add a 4th V for
veracity or data quality [2]. Data quality is a huge problem in practice. Quality of
human-entered data is typically low and even automatically collected data from
mobiles and sensors can be bad–sensors can go bad, sensors may need calibration,
and data may be lost in transmission. In addition, data may be misinterpreted due to
incorrect metadata about the sensor. It is important that data should be checked for
correctness constantly. We do not address the fourth V in this chapter.

The 3Vs can be viewed as three different dimensions of data.
Volume, the most obvious of the 3V, refers to the amount of data. In the past,

increase in data volumes was primarily due to increase in transaction volume and
granularity of transaction details. These increases are small in comparison with big
data volumes. Big data volume started growing with user interactions. Weblogs was
the starting point of big data. Size and volume of Weblogs increased with internet
adoption. These machine logs spawned a set of analytics for understanding user
behavior. Weblogs seem small compared to social media. Facilities such as
Facebook, Twitter, and others combined with the increase in capability and types of
internet devices caused a big jump in data production. The constant human desire to
connect and share caused an even bigger jump in data production. Social media
allows users to express and share video, audio, text, and e-mail in volumes with a
large social audience. The corresponding sophistication in mobile technology
makes sharing easier and increases the volumes even further. This is the second
wave of big data. The next big jump in volume will be from automated observa-
tions. All kinds of biometric sensors (heart, motion, temperature, pulse, etc.) and
motion sensors (GPS, cellular, etc.) and the ability to move them through cellular,
internet, Wi-fi, etc., is the next increase in big data volume. Wearable technologies
and the internet of things (IOT) is the next big thing that is waiting to happen. These
are referred as observation data. Sensor data and observations will dwarf the vol-
ume we have seen so far. The following Fig. 1 shows the relative increases in
volume as we move from transactions to interactions to observations.

Data variety is as diverse as the data sources and their formats. Unlike transaction
data which is highly structured in relational form, other data forms are either rela-
tively weakly structured such as XML and JSON or differently structured such as
audio, video, or without structure such as text, scanned documents. Different data
sources such as Weblog, machine log, social media, tweets, e-mails, call center logs,
and sensor data all produce data in different formats. These varieties of data make
analysis more challenging. Combining variety with volume increases the challenges.

Velocity is the speed at which data flows into the system and therefore must be
handled. Data comes from machines and humans. Velocity increases with the
number of sources. Velocity increases with the speed at which data is produced
such as with mobiles and sensors.
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We combine the 3Vs and call it the complexity of data. Complexity refers to the
ability to analyze, derive insight, and value from big data. Deriving insight from big
data is orders of magnitude more complex than deriving insight from transactional
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data. Deriving insight from sensor data is more complex than deriving insight from
user-generated data.

Figure 2 shows variety and velocity in one axis versus volume in another axis.
Complexity is the moving front. Complexity increases as the front moves to the
right and top; complexity decreases as the front moves down and left.

One of the purposes of storing and analyzing big data is to understand and derive
value; otherwise, there is no point in storing huge volumes of data. Complexity of
gaining insight is directly related to the complexity of data. Analytics on complex
data is much harder. It is complex in the type of analytic techniques that are needed
and it is complex in the number of techniques that have to be combined for analysis.
We cover these aspects later in this chapter. There is also a chapter dedicated to big
data algorithms in this book.

3 Space of Big Data

Figure 3 shows the different types of data that make up the big data space. Each
type of data exhibits different value and different return on investment (ROI).

Each shaded transition in this picture represents a major plateau in data growth.
Each shaded region represents a quantum jump in analytic complexity, data capture,
data storage, and management. The quantum jump is followed by a duration of
incremental growth in such capabilities until the next quantum jump in such

Fig. 3 Big data space
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capabilities occur. There have been many plateaus over the years and many minor
plateaus within each major plateau. Each has coincided with a jump in technology
related to capture, transmission, management, and analytics. Each plateau has
required some new forms of analytics. Each jump in technology has enabled a move
to the next plateau. Each plateau has meant the ability to process much bigger
volumes of data.

There is a ROI threshold for each plateau of data size. This means there is a
balance between the cost associated with storing and managing the data and the
value that can be derived from the data through application of analytics. Storing
them is not useful when cost exceeds the value that can be derived. ROI determines
whether the data is useful to be stored and managed. The ROI threshold is not
reached until the technology and the cost of doing analysis is cheap enough to get a
ROI from storing and analyzing the data. This notion is best described using
transactional data as example. In the past retail applications used detail data at the
level of store-item-week. Analysis used to be at this level of store-item-week
granularity. Users were satisfied doing analysis at this summary level of detail when
compared to what they were able to do before. However, users realized more detail
than week-level summary will help, but the technology was unaffordable for them
to store and manage at more detail levels. When technologies made it possible to go
to store-item-day, then to market basket summaries, and then onto market basket
detail, these new data plateaus became the new norm. At each point along the way
users felt, they had reached the correct balance between cost and capability and any
further detail, and data volumes were uneconomical since they did not see any value
in them. However, leading-edge users made the conceptual leap to more detail first.
They were visionaries in knowing how to get value from more detailed data. Now
those plateaus have become common place; in fact, they are table stakes in any
analytic environment. It is now relatively inexpensive to store at the smallest SKU
level of detail, practical to do the analysis, and suitable to get value from such
detailed data. There are such examples in every industry. In the communications
industry, the plateau evolved from billing summary data which is few records per
customer per month to storing and managing call detail records which are records of
every call ever made! The new plateau now in the communications industry is
network-level traffic data underlying each call. So there have been such plateaus
before in all varieties of data.

Big data is just another plateau. Currently, we are seeing the leading edge of the
big data plateau.

The capture and storage technologies appropriate for transactions is inappro-
priate for Weblogs, social media, and other big data forms. Technologies that can
store large volumes of data at low cost are needed. Leading-edge users have found
ways to derive value from storing interactions such as clickstreams and user nav-
igation of Web sites. They determine the likes and dislikes of customers from these
data and use them to propose new items for review. They analyze social graphs in
order to differentiate between influencers and followers with a goal to tailor their
marketing strategies. Such analyses are now moving from the leading edge to
common place.

34 B. Ramesh



Currently, users attempt to reduce the volume of data in an effort to make it
cost-effective to manage. They apply filters on acquired raw data in order to reduce
its size for analysis. Technology will eventually become cheaper and bigger per unit
of floor space and make it cost-effective to store, manage, and analyze all the
detailed data instead of summaries of such filtered big data.

3.1 The Next Data Plateau

The next data plateau is on the horizon. The next jump will be from wearable
technologies, sensors, and IOT. Many users wonder how to derive value, while
leading-edge thinkers are finding innovative ways.

Social networks and the digital stream which are the current focus of big data are
medium complexity in comparison with sensor data. Special scientific customers
such as the supercollider already store sensor data. IOT will make such amounts
common place. Mobile phones with biometric and other sensors collect large
amounts of data and transmit them easily. These data are already far beyond any
social networks. Wearable computing and IOT will increase this further. IOT is like
an electronic coating on everyday things, a sensor embedded on everyday items that
makes them seem sentient. IOTs can be linked together to form a network of
sensors that can provide a bigger picture of the surroundings being monitored—a
Borg-like entity without the malevolent intent.

Leading-edge companies and applications are starting to experiment with the
beginning stages of this next plateau. Currently, sensor telemetry is an example of
what they are doing. Insurance companies were considered innovators when they
used credit rating scores with transaction data to determine premiums. Now they are
innovating with big data. They create customized insurance policies based on
individual driving behavior such as how far you drive, how well you drive, when
you drive, what conditions under which you drive, and where you drive. They
monitor every driver action to understand driving behavior. Clearly, a lot of sensors
are involved in collecting and transmitting this data. Typically the driver has a small
device in the car such as under the steering column. This device monitors the
drivers’ pattern of driving—speed, rash cornering, sudden stops, sudden accelera-
tions, time and distance-driven, weather conditions under which the car is being
driven such as rain and snow, light conditions such as day or night, areas where the
car is being driven, the driving speed in different areas—and transmits them in real
time to the insurer or aggregator. The insurer uses this data to create a compre-
hensive picture of the driver, his driving habits, and the conditions under which he
drives, perhaps even his state of mind. This allows insurance premiums to reflect
actual driving habits. The driver also has access to this data and can use to change
his behavior with a potential reduction in premium. There are different names for
this form of car insurance such as pay as you drive, pay how you drive, and usage-
based premium. Soon sensor telemetry will move from the innovators to become
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the norm in the insurance industry. Currently, adoption is restricted by such things
as state and country local regulations, privacy considerations, drivers’ willingness
to be monitored, and other information sharing concerns.

Sensor telemetry is part of a larger movement called telematics. Telematics is the
broad term for machine to machine communication and implies a bidirectional
exchange of data between endpoints. The data is from sensing, measuring, feedback,
and control.

4 Characteristics of Data

This section shows some properties of data that have a bearing on the architecture.
Characteristics of data differ with their type and storage format. Data can be

stored in highly modeled form or in a form that lacks a model. There are strong data
models for storing transactional data such as relational (ER) models and hierar-
chical models. There are weaker models for storing Weblogs, social media, and
document storage. There are storage forms that lack a model such as text, social
media, call center logs, scanned documents, and other free forms of data. The data
model has a bearing on the kinds of analytics that can be performed on them.

1. Value Density
Value density or information per TB is a measure of the extent to which data has
to be processed for getting information. It is different in different data forms.
Transaction data has little extraneous data. Even if present, they are removed
when they are stored in disk. Social media data on the other hand is sparse.
Social media data is typically small amounts of interesting information within a
large collection of seemingly repetitive data. Such data may contain the same
thought or words multiple times. It may also contain thoughts and words outside
the focus of discussion. Similar cases occur in other user produced data streams.
Sensors produce data at fixed intervals and therefore may contain redundant
data. The challenge is filtering the interesting information from the seemingly
extraneous. Filtering useful data reduces the amount of data that needs to be
stored. Such filtering occurs upfront in strong data model leading to higher
information density. In weaker models, data is stored much closer to how they
are produced and filtering occurs prior to consumption.
The information density or value density increases as data is processed and
structured. Value density is a continuum that increases as it moves from
unstructured and gains structure.
Value density of data has a bearing on storage ROI. For instance, low-cost
storage may be appropriate to store low value density data.

2. Analytic Agility
Data organization affects the ability to analyze data. Analytics is possible on all
forms of data including transactional and big data. Analytics on structured
transactional data with strong data models are more efficient for business
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analytics than analytics on unstructured or poorly structured data with weaker
data models. However, analytics on weaker data models can lead to insights that
were previously unknown, that is, new surprise moments are possible on weaker
data models.
There are different types of analytic insights.
One is understand what happened and why. An organization may wish to
identify why certain products sell better in one region versus another, or com-
bine sales data with product placement data and marketing campaign strategy in
order to determine whether a campaign can succeed, or find out whether a
customer is likely to attrition by comparing his interactions with other cus-
tomers’ interactions with similar background and transaction history. Business
analysts gain such new insight by finding new ways to traverse the data. In a
relational model, this means joining new tables or joining tables in new ways
and querying and combining tables in new ways. This is one form of predictive
insight.
Another is to find new patterns in data or find the questions that are worth
answering. The intent is to find new cause–effect relationships. For instance,
knowing that product placement has an impact on marketing campaign, and
knowing the factors that cause a customer to attrition away from the vendor,
and knowing the factors that influence a customer to buy from a specific vendor
or knowing how much influence each factor has on his buying decision are new
patterns found in the data.
These two completely different types of insights depend upon the data structure
and data organization. When structure is weak or nonexistent, a data scientist
applies different learning techniques to reveal different patterns and different
structures in the underlying data. Such patterns are further refined using more
learning techniques. Such mining can uncover totally new insights. Storing data
closer to their original form has the benefit of retaining seemingly noisy data but
can become useful with new learning techniques.

3. Frequency and Concurrency of Access
Frequency and concurrency of data access is another characteristic that affects
the data architecture.
Business users ask repeated questions of the same data. Thousands of such
business users operate on the same data at the same time. Transactional data in
strong models have high reuse and high concurrency. Transactional data mod-
eled as strong models are more efficient for business uses.
Data scientists on the other hand ask mining kinds of questions on weakly
structured data in order to sift through lots of data. Few data scientists operate on
the same system at the same time when compared to business users.
Schema-On-Read where the data is structured and a model is built each time the
data is used is better for data scientists. Such users try out different models with
each interaction in order to discover new structure in the data. Schema-On-Read,
where no structure is presupposed, is easier with raw data storage. Data access
for such interactions is typically low reuse and low concurrency.
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High-reuse and high-concurrency forms of usage mean that it is acceptable to
invest in efforts to structure the data. Low-reuse and low-concurrency forms of
usage mean that it is acceptable to build structures each time the data is
accessed.
One is better performing. The other is more flexible. One is appropriate for BI
forms of analytics. The other is appropriate for big data forms of analytics.

Understanding these characteristics is critical to architecting the data solution.
All data are important. Organizations cannot afford to throw away data merely
because its value density is low. Mining it leads to valuable insight. This is a
continuous process and there are quite a few different technologies for deep analysis
of data (see Sect. 8.3).

Data has to be productized for broader impact. Data scientists perform investi-
gations on raw data. In order to deliver more statistically accurate results, the data
may be transformed to improve its quality, normalize the fields, and give it
somewhat more structure for ease of further analysis by more users. Then as
business insights are gleaned, the data may be further refined and structured to ease
delivery of repeatable processes to deliver those insights. Finally, to integrate the
data with the rest of the data in the enterprise, further refinement and structuring
including extraction of attributes may be performed to add to traditional data
models of the organization in order to enable widespread use of the derived results.
At each stage, it is expected that the data size will reduce significantly. The
reduction may be several orders of magnitude by the end of the phase, but it will
have very large increase in usability by a general business user in the organization.

There are three distinct phases of data in a data-driven architecture—data cap-
ture, knowledge discovery, and knowledge usage. This is the focus of the next
section.

5 Data-Driven Decision Making

Stephen Yu in his blog [3] divides analytics into four types:

(a) BI. ROI, reporting, and dashboards come under this category.
(b) Descriptive analytics. Dividing customers into segments and profiling profit-

able customers come under this category.
(c) Predictive analytics. Future profitability of a customer, scoring models, and

predicting outcomes such as churn come under this category.
(d) Optimization. Optimization problems and what-if scenarios come under this

category.

Data-driven decision making is about performing all these forms of analytics.
The architecture must support all of them.

Gaining insight from data and making decisions based on that insight is the goal
of data-driven decision making. Analytics creates information, understanding, and
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finally insight, prediction, and foresight. Structure is core to analytics. Structure is
either predetermined or it is built on the fly. The types of analytics on predeter-
mined structures can be limiting. They are mostly derived from new ways of
traversing the structure and combining entities in new and innovative ways to gain
new insight. When structure is built on the fly new forms of insights are possible
(see Sect. 4, Analytic Agility).

The velocity of big data requires that we capture it without loss. It should be
transformed, cured, filtered, analyzed, validated, and operationalized in order to
derive its value. Some forms of analytics may be possible to perform where the data
lands. Some forms of analytics require structure. If the data fits one of the known
structures, those structures are populated for use in every day analytics and decision
making. Some forms of analytics require building structure on the fly. Such forms
require learn–refine forms of analytic mentioned earlier. Deep analytics are possible
using such forms and are performed to gather new structure. Such analytics create
understanding of new patterns. All these require the management of three functional
phases of data:

1. Data capture and storage. This is referred as data lake.
2. Discovery. This is referred as data R&D.
3. Productize. This is referred as data product.

Data lake is where data lands. It is the part that acquires and stores raw data.
Some types of analytics are performed here. Data lake is alternately referred as data
platform in this document.

Deep analytics on big data occurs at Data R&D. This is where insights hitherto
unknown is gained.

Data product is where analytics such as BI, dashboards, and operational ana-
lytics on strong data model occur. This is also where every day analytics occur.

Our descriptions highlight the primary role of each phase. In real implementa-
tions, their roles and capabilities blur at the boundaries and are not as sharply
differentiated as we have listed. All three aspects perform some form of analytic.
The analytics vary in their depth. Data storage and data model have a bearing on the
kind of analytics that are possible. The volume and variety of non-relational data
have a bearing on where an analytic is performed. More types of predictive and
optimization types of analytics occur in data R&D. BI and some forms of predictive
analytics occur in data product. Some forms of descriptive analytics and predictive
analytics occur in data lake.

Data goes through the following five stages as part of analyzing and gaining
insight: acquire, prepare, analyze, validate, and operationalize.

Data lake acquires, stores, extracts, and organizes raw data. Some forms of
reporting and some forms of descriptive analytics are performed here. Predictive
and operational analytics are performed at both data product and data R&D. They
differ on the forms of data on which they operate. Once structure is perceived in
data then new structure can be created and loaded onto the data product portion.
This in effect operationalizes the analytics. For data without strong structure or in
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which structure is not apparent, structure has to be derived in order to perform
analytics. The data R&D portion is used to create structure for analytics on big data.

Each of the three functional aspects is elaborated in the following sections.

5.1 Data Lake

Wikipedia defines a data lake as a “storage repository that holds a vast amount of
raw data in its native format until it is needed.” It further says “when a business
question arises, the data lake can be queried for relevant data, and that smaller set of
data can then be analyzed to help answer the question.”

The above-mentioned definition means that data lake is the primary repository of
raw data, and raw data is accessed only when the need arises. The accessed data is
analyzed either at the data lake itself or at the other two functional points.

Raw data is produced at ever increasing rates and the volume of overall data an
organization receives is increasing. These data must be captured as quickly as
possible and stored as cheaply as possible. None of the data must be lost. The value
density of such data is typically low and the actual value of the data is unknown
when it first arrives. So an infrastructure that captures and stores it at low cost is
needed. It need not provide all the classic ACID properties of a database. Until the
data is needed or queried, it is stored in raw form. It is not processed until there is a
need to integrate it with the rest of the enterprise.

Raw data must be transformed for it to be useful. Raw data comes in different
forms. The process of raw data transformation and extraction is called data wran-
gling. Wikipedia [4] defines the process of data wrangling as “Data munging or data
wrangling is loosely the process of manually converting or mapping data from one
“raw” form into another format that allows for more convenient consumption of the
data with the help of semi-automated tools. This may include further munging, data
visualization, data aggregation, training a statistical model, as well as many other
potential uses. Data munging as a process typically follows a set of general steps
which begin with extracting the data in a raw form from the data source, “munging”
the raw data using algorithms (e.g. sorting) or parsing the data into predefined data
structures, and finally depositing the resulting content into a data sink for storage
and future use.” It elaborates on the importance of data wrangling for big data as
follows “Given the rapid growth of the internet such techniques (of data wrangling)
will become increasingly important in the organization of the growing amounts of
data available.” Data wrangling is one form of analysis that is performed in the data
lake. This process extracts from multiple raw data sources and transforms them into
structures that are appropriate for loading onto the data product and data R&D. In
general, it cleanses, transforms, summarizes, and organizes the raw data before
loading. This process is performed for non-transactional big data besides transac-
tional data. It loads the data R&D for Weblog, social data, machine, sensor, and
other forms of big data. The data lake or data platform increases the value density
by virtue of the cleansing and transformation process. According to eBay, a
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leading-edge big data user, “cutting the data the right way is key to good science
and one of the biggest tasks in this effort is data cleaning” [5].

Some of the insights gained here from analysis are stored locally in the data
platform and others are loaded onto the data product or data R&D platforms. In
order to perform analysis, some form of descriptive metadata about the raw data
should also be available in the data platform. Metadata describes the objects in the
various systems and applications from where data is collected, much like a card
index in a library. Metadata is needed for analyzing the raw data.

Hadoop is the platform often associated with the data lake or data platform. Data
is stored in clusters of low-cost storage. Hadoop uses a distributed file system for
storage and is called the Hadoop distributed file system (HDFS). The storage format
is key-value pairs. It stores data redundantly and is fault-tolerant. Data is processed
in clusters of low-cost nodes using MapReduce which is a highly scalable pro-
cessing paradigm. Hadoop provides horizontal scaling for many kinds of
compute-intensive operations. Therefore, many kinds of analytics are possible in
data platform.

The performance metric for the data platform is TB per sec of data capture
capacity and dollars per TB of data storage capacity.

5.2 Data Product

Insight gained from analytics is productized for strategic and tactical decision
making. An enterprise data warehouse (EDW) is the platform often associated with
data product. Reports, analytical dashboards, and operational dashboards with key
performance indicators are produced at the warehouse. These provide insight into
what happened, why it happened, and what is likely to happen.

Data arrives at the warehouse from the data platform categorized and in a form to
fit the relational model structure. This structure presupposes how the data is going
to be analyzed. This is unlike how data arrives at the data platform.

The data storage structure has a bearing on the insight derivable from data (see
section on analytic agility). Data product provides insight on relational forms of
storage. Insight comes from traversing the data in complex and innovative ways.
The extent to which such traversal is possible is the extent to which new insight can
be gained from the data. Such insights include predictive analytics. For instance, it
can determine whether a customer has a propensity toward fraud or whether a
transaction is in reality a fraudulent transaction. Such analyses require among other
things an understanding of the card holders’ previous transactions, an under-
standing of the transactions that typically end up as fraudulent transaction and the
conditions under which they become fraudulent. All this goes in deciding whether
to approve the current card transaction. Similarly, predicting the success of a
marketing campaign is possible depending on the analysis of previous campaigns
for related products during related times of year. Similar examples exist in other

Big Data Architecture 41



domains. Innovativeness of analysis drives the amount of insight that can be
derived from data.

Performance, efficient execution of queries, and availability are key requirements
of data product platform. ACID property is necessary for such data since this is data
repository of record.

Throughput and response time are the metrics and are measured in queries per
second, dollars per analytic, and seconds per query.

5.3 Data R&D

Data R&D provides insight on big data. Insight also means knowing what questions
are worth answering and what patterns are worth discerning. Such questions and
patterns are typically new and hitherto unknown. Knowing such questions and
patterns allows for their application at a later time including in the data product
portion. Therefore, data R&D is what creates intelligence through discovery for the
organization on new subject matters. It also refines and adds to previous insight. For
example, it is a new discovery to determine for the first time that card transactions
can at times be fraudulent. A refinement of this discovery is to recognize the kinds
of behavior that indicate fraud. In other words having the intelligence to ask the
question “can transaction be fraudulent?” is a big learning. Determining the patterns
that lead to fraud is another form of learning.

Data R&D is the primary site where deep analytic occurs on big data. Model
building is a key part of deep analytics. Knowledge or insight is gained by
understanding the structure that exists in the data. This requires analysis of different
forms of data from different sources using multiple techniques. This portion has the
ability to iteratively build models by accessing and combining information from
different data sources using multiple techniques (refer Sect. 7). It also constantly
refines such models as new data is received.

There are multiple techniques and technologies in the R&D space. The ability to
perform analytic on any type of data is a key requirement here.

The metric for this functional aspect of data is dollars per analytic performed and
dollars per new pattern detected.

Analysis of big data goes through these stages—acquire, prepare, analyze, train,
validate, visualize, and operationalize. The data platform acquires data and prepares
it. The analytic part in R&D recognizes patterns in big data. Many big data analytics
use correlation-based analytic techniques. A correlation among large volume of
data can suggest a cause–effect relationship among the data elements. Analyzing
large volumes of data gives confidence that such patterns have a high probability of
repeating. This is the validate part which ensures that the patterns recognized are
legitimate for all different scenarios. The train part is to automate the pattern rec-
ognition process. The operationalize part is to put structure around the data so they
can be ready for high-volume analytics in the product platform.
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6 Deriving Value from Data

Deriving value from data is not about big data alone. It is about capturing, trans-
forming, and dredging all data for insight and applying the new insight to everyday
analytics.

Big data analysis has been about analyzing social data, Web stream data, and
text from call centers and other such big data sources. Typical approaches build
independent special systems to analyze such data and develop special algorithms
that look at each of these data in isolation. But analyzing these data alone is not
where the real value lies. Building systems that go after each type of data or
analyzing each type of data in isolation is of limited value. An integrated approach
is required for realizing the full potential of data.

Analyzing without a global model or context does not lead to learning. There is
definitely some learning that exists in such analysis however. Social Web data or
textual entries from a call center contain extremely valuable information. It is
interesting to analyze a Web clickstream and learn that customers leave the Web
site before they complete the transaction. It is interesting to learn that certain pages
of a Web site have errors or that certain pages are more frequently visited than
others. It is interesting to learn that a series of clicks in a specific order is predictive
of customer churn. It is interesting to learn how to improve user experiences with a
Web site. It is interesting to learn in depth about the behavior of a Web site. It is
interesting to learn from graph analysis of the social Web the influencers and
followers. There is value in all this. However, this value is far less than the value
that is derived when it is combined with other data and information from other
sources from the rest of the organization. This kind of Metcalf’s law applies to data
—connecting data sources and analyzing them produces far more value than ana-
lyzing each of the data sources alone. Combining the behavior of a customer on the
Web site with what is already known about the customer from his transactions and
from other interactions provides more insight about the customer. For instance, a
call center conversation shows a trend in how people talk to each other but com-
bining information about the customer on the call and information about the call
center representative on the call (with the customer) adds context about both parties
and shows what kind of representative has what kind of effect on what kind of
customer. This is more valuable insight than how people talk to each other.
Similarly combining product experiences expressed on the Web with product
details, suppliers’ information, and repair history gives a better understanding of the
views expressed in social media. Analyzing social media such as Twitter and
Facebook can reveal an overall sentiment trend. For instance, it can tell how people
feel about a product or company. It can tell about whether people are complaining
about a product. Such information in isolation is interesting but lightweight in
value. Linking the active people on the social media with the customer base of the
company is more valuable. It combines customer behavior with customer trans-
actions. The sentiments become yet another attribute of a known customer and can
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be analyzed holistically with other data. With a holistic view, social Web chatter
becomes tailored and more actionable.

Adding global context to any isolated analysis increases the value of such
analysis significantly. This is true for transaction analysis. This is true for raw data
transformation and cleansing. This is true for big data analysis. For instance,
analyzing sensor data with context from patient information and drug intake
information makes the sensed data more meaningful.

Therefore, deriving value from big data is not about analyzing only big data
sources. It is about reasoning with all data including transactions, interactions, and
observations. It is myopic to build an environment for analyzing big data that treats
big data sources as individual silos. A total analytic environment that combines all
data is the best way to maximize value from big data. This is one of the key
requirements for our big data architecture—the ability to reason with all data.

The three functional components we discussed earlier—Data lake, data R&D,
and data product—must all be combined for any analysis to be complete. Therefore,
reasoning with all data is possible only if the three aspects of data are integrated.
We call this integrated analytics.

6.1 The Three Functional Components at Work

The discovery process puts all these three functional components of data-driven
decision making together through integrated analytics.

Sales listing applications, barter listing applications, or auction item listing
applications are examples of integrated analytics. Such applications determine,
through analysis, that a number of different attributes of an item listed for sale
impact a buyers’ purchasing decision. The goodness metric on each of these
attributes affect the order of how the sale items are listed in a search result. For
instance if multiple parties list similar products, the search engine would return and
list the results based on ranking of these attributes. It is advantageous for better
buyer response to have items listed in the beginning of the list rather than lower
down in the list. Therefore, sellers prefer their items in the beginning of the list.

There are three functions that are necessary in this application. One, determining
the list of attributes that users consider important. This means finding out what
attributes impact customer choices. This is a deep analytic. Two, rating the quality
of each attribute for each item being listed. Attributes may be objective such as
price and age. Attributes may be subjective such as product photograph, product
packaging, and product color. Analysis is required to rate the quality of each
attribute. Such analysis is harder for subjective attributes. Subjective items such as
photograph quality and packaging quality should be analyzed on the basis of
background, clarity, sharpness, contrast, color, and perhaps many others. Data
platform performs these kinds of analytic using MapReduce. Three, combining all
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these to determine the listing order. The data product considers the rating of each of
the attribute in order to determine the listing order of each item for sale when a
search is performed.

7 Data R&D—The Fertile Ground for Innovation

Data R&D is the challenging part. The other two parts are fairly straightforward.
Hadoop clusters meet the requirement of the data platform. Hadoop clusters are
scalable and are the preferred solution for the data platform. They can capture all
forms of data from an array of sources and store them with redundancy and high
availability. They can also do the forms of analytics mentioned earlier using
MapReduce. An EDW meets the requirement of data product. Parallel RDBMS can
meet the complexity and performance requirements.

The challenge is the middle part or data R&D. Neither MapReduce alone nor
relational technology alone is appropriate for this phase. RDBMS requires the data
to fit into well-defined data models. Hadoop clusters require super human pro-
grammers to program new applications.

Figure 4 shows this challenge.
Data R&D is the focus of a number of innovations and new start-ups.

Technologies such as graph engine, text analytics, natural language processing,
machine learning, neural networks, and new sensor models are being explored for
big data. There are four broad types of efforts currently underway:

1. Bottom-up approaches. These provide relational database-like aspects on top of
Hadoop. They add SQL or SQL-like features to Hadoop and HDFS. Some
leading Hadoop vendors and Hadoop open source groups fall under this

Fig. 4 Innovation rich R&D environment

Big Data Architecture 45



category. Examples include Apache Hive [6], Cloudera® Impala [7],
Hortonworks® Stinger [8], Apache HBase [9] among others. The last one is not
relational, but the idea is to provide classical database-like features and con-
sistency property for sparse data.

2. Top-down approaches. This approach starts with a mature SQL engine and
integrates other capabilities as callable facilities. SQL is used as a kind of
scripting-like facility in order to orchestrate access to other stores. They embed
other technologies such as natural language processing functions, pathing
functions, and others as SQL callable functions using existing frameworks such
as UDFs or through proprietary frameworks. For some technologies, it creates
applicable storage natively. Many leading database companies are doing this
approach. Besides call-outs, some support other storage and processing tech-
nologies natively.

3. Application-specific approach. These are specific solutions targeted toward a
specific application. They create targeted technologies and solutions specific to a
problem. These may be on top of Hadoop in some cases. Splunk® [10] is one
successful example of this approach. It is a specific solution for collecting,
analyzing, and visualizing machine-generated data. It provides a unified way to
organize and extract real-time insights related to performance, security, and
privacy from massive amounts of machine data generated across diverse
sources.

4. Technology-specific approach. This is similar to the above-mentioned third
category but is technology-specific rather than application-specific. These also
target specific problems. Graph engines, path analytics, machine learning, and
natural language processing engines are some examples. There are platforms
available for this approach from open source and industry.

Specific solutions such as above-mentioned items 3 and 4 are appropriate as
stand-alone solutions. They often target a specific problem. They are the best of
breed in their area. Splunk® [10] is very successful in analyzing machine logs.
SPARQLVerse [11] is good as a traversal engine for graphs representations.
Depending on the need, some products and solutions are ideal for a problem but
their broad applicability is limited. Therefore, we recommend such solutions only if
the problem is confined to what the solution can address.

The choice for data R&D architecture is a choice between the first two
approaches. Adding SQL maturity to HDFS seems like a significant effort. This
approach assumes all future technology evolutions for the different forms of big
data analytics use HDFS.

The SQL foundation approach seems broader in that it attempts to go beyond
SQL and integrate MapReduce, HDFS, and other technologies. This is important
when big data space and the technologies and algorithms that operate on big data
are evolving.

The following picture shows the chaotic evolution for knowledge discovery.
Figure 5 shows stand-alone solutions that target specific problems. This is

acceptable if the problem is limited to the application of one such solution.
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However, creating insight is an iterative approach where multiple techniques must
be applied one after the other. For instance sessionization, followed by text ana-
lytics, followed by sentiment analysis, followed by pathing must be applied in order
to understand customer behavior across multiple channels. Each technology
application refines the input data set and the refined set is fed to another technique.
This process continues until insight is gained or structure is found in the data. Such
refinement may include reaching out to raw data storage and to SQL stores besides
applying multiple big data technologies.

Applying each of the techniques as free-standing techniques repeatedly on an
iteratively refined data set requires highly skilled programmers. It is also human
intensive when more than a few techniques have to be applied on the same problem.
For example, repeated application requires data files to be produced and formatted
before each new technique is applied. It is not a scalable solution. By definition,
insight creation is a trial-and-error process. The number of application of such trials
reduces when each is hard to apply. An integrated mechanism is therefore needed.

Figure 6 shows such an integrated approach. The discovery platform integrates
other technologies.

  Data Warehouse/
Business Intelligence

Advanced Analytics

Enterprise 
Data 

Warehouse

Proliferation of advanced analytics environments has resulted in 
fragmented data, higher costs, expensive skills, longer time to insight

Source: Teradata Corporation  

Fig. 5 Bunch of stand-alone solutions is a problem
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The discovery platform starts with a mature SQL engine which acts as a dis-
covery hub operating on mixed data—big data, HDFS data, relational data, and
other stores. It has different forms of local store such as a graph store besides SQL
store. It uses the SQL language as a kind of scripting facility to access relational
store and other stores through UDF and proprietary interfaces. The SQL engine
provides the usual SQL platform capabilities of scalability and availability. The
platform can also execute MapReduce functions. The discovery platform may
natively implement big data analytic techniques such as time series analysis and
graph engine. The platform may also natively support other data stores such as
HDFS and graph storage. It may also access stand-alone techniques such as
machine learning to return results that are refined by that technique.

The industry can encourage this form of discovery through standardization
efforts for interaction across platforms for data and function shipping. Currently,
these are mostly ad hoc and extensions are specific to the vendor.

The Solution

Integrated Discovery
Platform

(IDP)

SQL Framework Access Layer

Pre-Built Analytics Functions

Enterprise 
Data 

Warehouse

Integrated discovery analytics provides  deeper insight, integrated access, 
ease of use, lower costs, and better insight

Source: Teradata Corporation

Fig. 6 Integrated discovery platform
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8 Building the Data Architecture

Reasoning with all data is possible only if the three functional aspects of data are
interconnected.

Earlier, we specified three functional aspects of data. These aspects evolved data
from raw to a product by undergoing R&D. These aspects were mapped to a platform:

1. Data lake or data platform. Raw data lands here and is stored. This platform has
the capacity and cost profile to capture large volumes of data from varied
sources without any loss or time lag. This is typically a Hadoop cluster.

2. Data product. BI, analytical dashboards, and relational forms of predictive
analytics happen here. This platform supports high reuse and high concurrency
of data access. It supports mixed workloads of varying complexity with large
number of users. This is typically a parallel EDW platform.

3. Data R&D. Deep analytics from big data happens here. This platform deter-
mines new patterns and new insights from varied sets of data through iterative
data mining and application of multiple other big data analytic techniques. The
system combines a number of different technologies for discovering insight.
This is the integrated discovery platform with tentacles that reach into other
stand-alone technology engines besides implementing multiple technologies and
multiple data stores natively.

Data lake is satisfactory for stand-alone applications. For example, a ride-sharing
company can create a stand-alone booking application in the data lake. The booking
application connects passengers to drivers of vehicles for hire. Customers use
mobile apps to book a ride, cancel a ride, or check their reservation status and other
similar operations. Such applications have a high number of users and a high
number of passenger interactions. Such applications can be implemented as a
stand-alone entity in the data lake using Hadoop. The application is scalable in
terms of storage capacity and processing capacity.

An integrated analytic is, however, required if we want to go beyond stand-alone
applications. Such analytic is more valuable. For example, an integrated analytic
that reaches elsewhere for data is required if the ride-sharing company wants to
consider as part of the booking application other information such as vehicle
maintenance records, customer billing records, and driver safety records. These
kinds of information usually come from other places in the organizations chiefly
from the EDW. Integrated analytics require combining data lake and data product.
If in addition the analytic wants to understand driver routes and driving patterns and
to perform graph analytics on driver movements and location of booking data, R&D
becomes a part of this integration with data lake and data product.

This requires an architecture that integrates all three platforms as shown in
Fig. 7.

The focus of this architecture is the data layer and everything else is pushed off
to the side. A complete architecture needs all the access tools, data acquisition tools,
and all visualization tools. It requires multiple mechanisms to transport and load
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data in parallel. It requires all the client tools that interact with each of these three
platforms. Some of these facets of the architecture are merely shown as small boxes
but are not elaborated or explained in this picture. Each of these is an entire
technology and outside the data architecture portion of this chapter.

Data connections between the three data storage platforms (lines and arrows in
this chart) are more important than the data stores. Data stores are an acceptance
that there must be different kinds of platforms with different kinds of capabilities
and different kinds of attributes to build an overall successful analytic solution.
These were elaborated in the previous sections of this chapter. These evolve over
time. The arrows show the need for their interaction. As observed earlier, the
industry is doing very little by way of standardization in these interaction areas. It is
left to individual vendors to evolve their own solution.

Unlike transactional data, the value of big data is often unknown when it initially
arrives or is accepted for storage. It is not possible to know all the patterns the data
exhibits unless we know in advance all the questions that are worth answering from
that data. New questions may come at any time in the future. Therefore, organizing
and storing the organized data is not very useful for such analytics. Organizing it
upfront loses some of the values that are in the original data even though such value
may be unknown at the time of storage.
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8.1 Data Platform or Data Lake

The data platform is the data landing zone. All new forms of raw data arrive at this
platform for storage and processing. The goal is get the data in, especially new
types of data, quickly, and directly as possible; land it in the cheapest storage; and
have a platform to efficiently filter, preprocess, and organize the landed data for
easier analysis. The primary point of the data platform is to deal with low value
density data and increase the value density.

Hadoop is the platform of choice here. It has a high degree of parallelism and
low cost of horizontal scaling. MapReduce is agile and flexible. It can be pro-
grammed to perform all forms of data transformations. In addition, an increasing
number of tools are available to work on data in Hadoop for improving data quality
and value density. These range from traditional extract–transform–load (ETL) tools
expanding their footprints to new data wrangling tools that are developed specifi-
cally for this space.

An example analytic that was covered earlier was to score and rate subjective
attributes such as photographs and packaging for their quality for items listed for
sale.

Organizing and transforming are forms of analytics that improve value density.
Organizing means for instance adding cross-referencing links between store ID and
customer ID. Sessionizing is an example of organizing data such as Web records in
order to infer that all the Web records are part of a particular conversation with a
user. This is a highly resource-intensive and complex operation especially since
volumes are high and session logs interleave many different users.

Sessionization is a common form of organization for customer-related interac-
tions. A customer may interact from multiple touch points. Making a chronological
order of those interactions organizes the data for analysis. Figure 8 shows customer
interactions across multiple channels.

Another example of organizing is text analytics where say four encoded attri-
butes from call center interaction text are extracted and forwarded to the customer
record. For example, this customer complained about this problem about this
product on this day could be the four attributes. The general goal is to structure the
data or add a bit of structure to the data for ease of understanding.

Fig. 8 Sessionization—interaction across different touch points
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Figure 8 shows the sessionization process. It shows the importance of this
process for all social interaction-related analytics.

Figure 8 shows four example channels of customer interactions—ATM, Teller,
e-mail and written correspondences, and call center. It also shows customer profile
data.

Many customers arrive at each of these interaction touch points. Many may visit
the same touch point more than once at different times. This chaos has to be sorted.
The touch point each customer visits is important. The order in which they visit
each touch point is important.

Figure 9 shows the result of the sessionization process. Wikipedia [12] defines
sessionization and elaborates it this way: “Sessionization is a common analytic
operation in big data analysis and is used to measure user behavior. Behavioral
analytics focuses on how and why users of eCommerce platforms, online games
and web applications behave by grouping certain events into sessions.
A sessionization operation identifies users’ web browsing sessions by storing
recorded events and grouping them from each user, based on the time-intervals
between each and every event. Conceptually, if two events from the same user are
made too far apart in time, they will be treated as coming from two browsing
sessions. A session can be as short as a few seconds or as long as several hours.”
This Wikipedia definition should help in understanding Fig. 9. Basically, session-
ization extracts the series of customer interactions and their order. A customer may
come from a single session or from multiple sessions. If the interactions are too far
apart in time, they may be considered different sessions. They may come from
different IP. Therefore, studying the session ID, the time sequence, and time gap are

07:05:32 09:20:23 11:05:48 1:42:58 1:45:14 3:05:58

Source: Teradata Corporation

Fig. 9 Sessionized result
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all important to determine and stitch together the customer interactions in time
order. The customer profile and transaction data are integrated with the sessionized
data. The integration of all this data along with path analysis determines the cus-
tomer interactions that led to the final outcome. Combined with the profitability of
the customer, necessary action can be taken. This example shows multiple tech-
nologies being combined: sessionization, pathing, and relational databases.

ETL is another form of organization that is also performed on the data platform.
ETL applies to both big data and transactional data. ETL on big data includes
operations on raw data such as structured and semi-structured transformations,
sessionization, removing XML tags, and extracting key words.

Archival is another key operation performed at the data platform. The data
landing zone has different retention periods compared to older architectures. In the
past, the landing zone was a very transient place where structure was added through
ETL processes and then the landed data was destroyed. Only the structured data
was retained for regulatory and other archival purposes. The landing zone in this
architecture is where raw data comes in and value is extracted as needed. The raw
data is archived.

There are privacy, security, and governance issues related to big data in general
and the data platform in particular. Access to raw data cannot be universal. Only the
right people should have access. Also data life cycle management issues about
when to destroy data and the considerations for doing that are important. There are
also questions about how to differentiate between insights derived versus third-party
data and how to protect each of these. Some of these issues are covered in other
places in this book. Some are outside the scope of this chapter. They are mentioned
here to indicate these have to be considered in the overall architecture discussions.

8.2 Data Product

Parallel RDBMSs are the platform of choice for the data product platform. BI,
dashboards, operational analytics, and predictive analytics are all performed here.
Such analytics are based upon relational forms of data storage. Profitability analysis
is an example of the kind of predictive analytics this platform performs. The
profitability of a customer is based on revenues from the customer versus costs
associated with maintaining the relationships with the customer in a specific period.
Future profitability is predicted by associating customer characteristics and trans-
action patterns over a period with other known customers’ and their characteristics.
Profitability is also predicted during customer acquisition. Questions such as
whether the customer will be profitable and is he worth acquiring are answered
here. These are not covered further in this chapter.

As mentioned earlier, big data analytics is a combination of analytics using
MapReduce on flat files and key-value stores, SQL on relational stores, and other
forms of analytics on other forms of storage. Different analytics are combined for
discovery in the discovery or R&D platform. Varieties of different technologies are
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involved in this area. Innovation is also constantly changing this space. The
discovery process is different from the discovery or R&D platform. If the problem
is SQL tractable and the data is already in the warehouse, then discovery is done in
the EDW. If a particular algorithm is appropriate on Hadoop and HDFS, then
discovery is done in the Hadoop platform. The discovery process is done in the
discovery platform when big data and SQL have to be combined with SQL,
MapReduce, and others technologies such as graph engines, neural nets, and
machine learning algorithms.

8.3 Data R&D or Data Discovery Platform

The discovery or R&D platform is one of the key pieces of the architecture for a
learning organization. New insights gained here are used by other components to
drive day to day decision making. It has the capabilities and technologies to derive
new insights from big data by combining data from other repositories. It has the
capabilities to apply multiple techniques to refine big data.

Health care is an example of such capabilities. Big data analytics are applied
successfully in different care areas. One example application identifies common
paths and patterns that lead to expensive surgery. Another application reduces
physician offices’ manual efforts for avoiding fraud and wasteful activities. These
applications combine different kinds of analytics. They pool data from all three
platforms. Data sources include physician notes, patient medical records, drug
information, and billing records. Analytic techniques applied include fuzzy
matching, text analytics, OCR processing, relational processing, and path analytics.

In industries such as insurance, sessionation and pathing techniques are com-
bined to understand paths and patterns that lead to a policy purchase from a Web
site or analyze customer driving behaviors for risk analysis and premium pricing.

In aircraft industry, graph analytics, sessionization, and pathing are combined to
analyze sensor data along with aircraft maintenance records to predict part failure
and improve safety of aircrafts.

As we saw earlier, interactions are much higher in volume than transactions. It is
possible to predict the value of a customer from his transactions. It is possible to
understand and predict behavior of a customer from his interactions. Predicting
behavior is more valuable insight. Data analytic techniques on different forms of
user interactions make such predictions possible. There are different techniques to
predict behavior.

Clustering is an analytic technique to predict behavior. Collaborative filtering
and affinity analysis techniques fall under this category. The idea is that if a person
A has tastes in one area similar to a person B, he is likely to have similar tastes in
another area. Market basket analysis and recommender systems are examples of this
form of analytics. “People who bought this also bought this other item” and “You
may be interested in viewing this profile” are some examples of recommendations
based on behavior. Combining a customers’ historical market basket with the
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shopping patterns of “similar” buyers can provide personalized recommendations to
the customer. There are also time-ordered collaborative filters which consider the
order in which items are likely to be put into the basket. These kinds of analytics
combine time series analysis and affinity analysis. There are other forms of cluster
analysis such as k-means which clusters data such as customers into a specified
number of groupings, and canopy which partitions data into overlapping subsets.
Each of these techniques requires a chapter of its own and is therefore outside the
scope of this chapter.

Statistical analysis is another class of big data analytics. Analytics such as
correlation [13] which determines the strength of relationships between different
variables, regression which is used to forecast and predict the future based on past
observations, classification which identifies the set of population to which a new
observation belongs such as patients based on biological readings, and many more
are part of this technique.

Text analytics are another class of big data analytics. Sentiment analysis [14],
which classifies user statements as positive or negative, and text categorization,
which is used to label content such as e-mail as spam, and many more are part of
this technique.

Graphs are a technique for modeling relations in any field [15, 16]. In social
graphs, they are used to measure a persons’ prestige and his ability to influence
others. In government, they are used to identify threats through (a) detection of
non-obvious patterns of relationships and (b) group communications in e-mail, text,
and telephone records. In health care, it is used to detect drug efficacy and outcome
analysis. Graph analytics are flexible. It is possible to add to an existing graph
incrementally. For instance, it is possible to add new data sources and new rela-
tionship to an existing graph in order to support new lines of inquiry. Graph
analytics are highly mathematics oriented. Some common graph analysis functions
include centrality, pathing, community detection, direction of relationships, and
strength of relationships. These are also outside the scope of this chapter. The
reader is left to deduce what these analyses imply from the name of the technique.
They are mentioned here to convey the kinds of deep analytics on big data that
occur at the discovery platform.

9 Putting It All Together

This section shows a use-case that implements our data architecture. It is a big data
analytic for preventive aircraft maintenance and for providing part safety warnings
to airlines.

Figure 10 shows integrated analytic with all three platforms. The arrows in this
picture are data flow and are not indicative of process or control flow.
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The overall flow is as follows. Sensor data arrives at the data platform. This
platform reaches out to the data product and data R&D platforms. Sessionized data
is sent to the data R&D platform. The R&D platform models the part and reaches
out to the data product and data platforms for information. The product platform
performs BI analytics and sends out warnings. It reaches out to the data R&D and
data platforms for supporting information.

Each system reaches out to the other for data that is needed in order to make
sense of its patterns.

Sensor data are received and analyzed in the data platform (Data lake). However,
if such analysis is done in isolation, then it is unwise to execute on it. Sensor data
information itself is insufficient. The sensor readings must be organized. It must be
sessionized for a time sequence of readings. The discovery platform puts the
readings in the context of a part. The part is modeled in order to understand its
behavior. This requires knowledge of the part and other sensor readings. These
different readings are organized in order to understand part behavior. Some of this is
done where the data lands. Most of it is done in the discovery platform (data R&D).
Path analysis and statistical analysis are some of the analytical capabilities used to
model and identify the pattern of failures of the part.

Fig. 10 Data refinery—refining raw data to actionable knowledge
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It is not enough to determine the current state of the part in the aircraft.
Information is also needed about when the part was last maintained, the history of
the part’s behavior on this aircraft, history of the part’s behavior in other aircrafts
(i.e., the global database), the serial number of the part on this aircraft, and a host of
other information. In addition, part advisories from the manufacturer are also
needed from documents and other manufacturers release materials. Natural lan-
guage analytic [17], text analytic [18, 19], and SQL are some of the other tech-
niques used for analysis. The end result of this knowledge refinery is the issuance of
a preventive maintenance direction and safety warning for failing parts in order to
keep the plane flying safely.

Figure 10 is like a data refinery. Raw data enters the data platform. Interesting
stuff is extracted from it and passed for discovery. Data R&D models with enter-
prise data, transaction data, and dimensional data from the operations side. It is
passed to data product which produces the refined output and issues the warnings.
Learning from this refinery is used to enhance the product platform for future
automated and large-scale application of knowledge.

10 Architecture Futures

We see the future of integrated analytic evolving to satisfy two goals:

(a) The integrated analytic refinery shown in the previous section should be
projected as a single system for interaction and control. This means that the
data lake, data product, and data R&D are treated as a single integrated entity
for control, load, and querying.

(b) The maturity, robustness, and predictability capabilities of EDW should be
made available on the integrated entity.

These two goals translate into the following enhancements:

1. A global front end for analytic that optimizes user queries and interactions
across all three systems.

2. A data loader that determines where objects should reside. Such decisions are
based among other things on different properties of data such as data temper-
ature, frequency of data usage, and frequency of analytic types.

3. A work load manager that guarantees metric of analytic refinery as a whole.
Metric such as dollars per analytic performed, throughput, and response time is
managed for delivery by the work load manager.
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Questions

1. What is the primary intent of big data?
2. What forms of data constitutes the big data?
3. What are the 4Vs of big data?
4. Can a data warehouse be considered a solution for big data system?
5. Can Hadoop be considered a solution for big data system?
6. Define big data.
7. What caused the large data volume increases? In what order did the volume

increases occur?
8. What forms of data are called interaction data?
9. What forms of data are called observation data?

10. How do the 3Vs relate to each other?
11. What are the data characteristics that must be considered for a successful big

data architecture? Explain each of them.
12. List the different forms of analytic and write briefly about each of them.
13. What are the three functional phases of data for a big data architecture? Give a

brief description of each of them.
14. What are the performance metric of each functional phase of data in a big data

architecture? Give a brief analysis of each of this metric and why they make
sense.

15. What are the aspects of the big data architecture. Discuss each of them.
16. Discuss some forms of data R&D analytic techniques.
17. Discuss an application of big data architecture.
18. Describe the kind of functions that are performed in each of the three data stores

of the architecture with examples.
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Big Data Processing Algorithms

VenkataSwamy Martha

Abstract Information has been growing large enough to realize the need to extend
traditional algorithms to scale. Since the data cannot fit in memory and is distributed
across machines, the algorithms should also comply with the distributed storage.
This chapter introduces some of the algorithms to work on such distributed storage
and to scale with massive data. The algorithms, called Big Data Processing
Algorithms, comprise random walks, distributed hash tables, streaming, bulk syn-
chronous processing (BSP), and MapReduce paradigms. Each of these algorithms is
unique in its approach and fits certain problems. The goal of the algorithms is to
reduce network communications in the distributed network, minimize the data
movements, bring down synchronous delays, and optimize computational resources.
Data to be processed where it resides, peer-to-peer-based network communications,
computational and aggregation components for synchronization are some of the
techniques being used in these algorithms to achieve the goals. MapReduce has been
adopted in Big Data problems widely. This chapter demonstrates how MapReduce
enables analytics to process massive data with ease. This chapter also provides
example applications and codebase for readers to start hands-on with the algorithms.

Keywords Distributed algorithms � Big data algorithms � MapReduce paradigm �
Mapper � Reducer � Apache Hadoop � Job tracker � Task tracker � Name node �
DataNode �YARN � InputReader �OutputWriter �Multi-outputs �Hadoop example

1 Introduction

Information has been growing at a faster rate, and computing industry has been
finding ways to store such massive data. Managing and processing the data from
such distributed storage is complex than just archiving for future use. Because the
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data carries very valuable knowledge embedded in it and needs to process the data
to mine the insights.

1.1 An Example

Here is one example to demonstrate the importance of efficient algorithms to
process Big Data. Consider a firm with, say 1000, geo-separated office locations
with a million employees altogether and each location collects the number of hours
each employee worked everyday at the location. Accounting department of the firm
calculates salary of each employee at the end of each pay cycle. One can use a
spreadsheet software suite such as Microsoft Excel to do the job here. The software
has its limitations on number of rows it can have in a file. It is also possible that a
relational database system serves the platform for these computations. It will be a
group by operation on 1,000,000 records (1 million employees) and say each pay
cycle is 30 days; therefore, 30 days of records adds up to 30 million records. Group
by operation on such a large number of rows takes significant amount of time given
a single machine database system. Then, the distributed system’s platform comes
out to rescue from the computation problem. Distributed algorithms are very
essential to benefit salient features of distributed systems, in particular when data is
big as in the example we discussed here. The benefits from distributed systems for
Big Data accompany few challenges that need attention.

1.2 Challenges with Big Data

As mentioned earlier, information has been growing at rapid pace. Industry has
been facing several challenges in benefiting from the vast information [1]. Some of
the challenges are listed here.

• Since the information is of giant size, it is very important to identify useful
information to infer knowledge from it. Finding right data in the collection of
data is possible with domain expertise and business-related requirements.

• Big Data is typically archived as a backup, and industry has been struggling to
manage the data properly. The data has to be stored in such a way that it can be
processed with minimal effort.

• The data storage systems for Big Data did not attempt to connect the data points.
Connecting the data points from several sources can help identify new avenues
in the information.

• Big Data technology has not been catching with the evolving data. With the fast
grown internet connectivity around the world, almost infinite number of data
sources are available to generate information at large scale. There is an imme-
diate need for scalable systems that can store and process the growing data.
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Researchers have been attempting to address the above-mentioned challenges by
advancing Big Data technology. There were times a single computing machine was
used to store and process the data. EDVAC is one of the early computer models
proposed by Von Neumann [2]. With the advancement in chip fusion technology, a
single machine with multiple processors and multiple cores was introduced. Multi-
core system is a machine with a set of processors or cores and with facilities to opt
computations in parallel. On the other hand, researchers are also focused on con-
necting several independent machines to run computations in parallel called a
distributed system. A distributed system is typically made from an interconnection
network of more than one computer or node.

A single machine is proved to be very effective by the generalized bridging
model proposed by Von Neumann. Similarly, parallel programming can be effec-
tive when a parallel machine is designed as abstract and handy as the Von Neumann
sequential machine model. There are two types of parallel systems: One is multi-
core system and other is distributed system. With the advancement in distributed
systems and multi-core systems, debate started on whether to adopt multi-core
system or distributed system.

1.3 Multi-core Versus Distributed Systems

Both multi-core and distributed systems are designed to run computations in par-
allel. Though their objective is same, there is a clear distinction between multi-core
and distributed computing systems that makes them distinguished in their space. In
brief, multi-core computing systems are tightly coupled to facilitate shared space to
enable communications, whereas distributed systems are loosely coupled that
interact over various channels such as MPI and sockets. A distributed system is
assembled out of autonomous computers that communicate over network. On the
other hand, a multi-core system is made of a set of processors that have direct
access to some shared memory. Both multi-core and distributed systems have
advantages and disadvantages which are discussed extensively in [3], and the
summary of the discussion is tabulated in Table 1.

Given scalable solutions mandated by Big Data problems, industry is inching
toward distributed systems for Big Data processing. Moreover, Big Data cannot fit
in a memory to be shared among processes, thus to stamp out multi-core system for
Big Data processing.

1.4 Distributed Algorithms

Distributed algorithms are developed to perform computation in distributed sys-
tems. The algorithms take benefits from multiprocessors in distributed systems and
manage computation, communication, and synchronization. There have been
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several attempts to optimize distributed algorithms in generic model, and the fol-
lowing discussion deals with the algorithms.

1.4.1 Random Walks

Let G ¼ ð#; eÞ be an undirected graph representing a distributed system, made of
set of nodes # that are connected by links e. “A random walk is a stochastic process
of constructing a course of vertices # visited by a token begins from a vertex i and
makes a stopover at other vertices based on the following transition rules: A token
reaches a vertex “i” at a time “t + 1” from one of the neighbors of the vertex “i”
being the token at time “t,” and the hop is determined by specific constraints of the
algorithm” [4]. Original random walk is designed to address wide range of prob-
lems in mobile and sensor networks. The paradigm later adopted for distributed
algorithms. A token visits the computing boxes in distributed systems to trigger
computations. The token visit is determined by random walk algorithm. A walk of
certain length is performed by electing an arbitrary neighbor in every step. The
optimization solutions of random walk algorithm attempt to complete the walk in
significantly less number of steps. The cover time of the network measures the
number of steps needed to all the nodes from a node in the network, in other words
steps needed to form a spanning tree of the network. The random walk path is also
used to sync the data between nodes on the results from each step.

1.4.2 Distributed Hash Tables

Distributed hash tables (DHTs), in general, are used to perform lookup service in a
distributed system [5]. Given that data is distributed among a set of computing/
storage machines and each machine is responsible for a slice of information
associated with a key. The key to data association is determined by a common hash
table. The hash table is pre-distributed for all the machines in the cluster so that

Table 1 Multi-core versus distributed systems [3]

Criteria Multi-core system Distributed system

Resources Dedicated Utilize idle resources

Resource management By application By the system

User per node ratio Low High

Processes per node Few Many

Node homogeneity Homogeneous Heterogeneous

Configuration Static Dynamic

Communication paradigm Message passing RPC

IPC performance High Low

Scalability Less likely Yes

Direct access to shared memory Yes Now
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every machine knows where a certain information resides. Looking up a key gives
you a node identification metadata that holds the data chunk. Adopting the DHT
concept onto computing model, a distributed hash table can be leveraged to find a
set of computation machines to perform a task in a distributed system. Computing
optimization can be achieved by optimizing the hash table/function for uniform
distribution of computing nodes among all possible keys.

1.4.3 Bulk Synchronous Parallel (BSP)

Bulk Synchronous Parallel (BSP) model runs an abstract computer, called BSP
computer. The BSP computer is compiled of a set of processors connected by a
communication network. Each processor is facilitated with a local memory needed
for the processor. In BSP, a processor, means a computing device, could be several
cores of CPUs, that is capable of executing a task [6]. BSP algorithm is a sequence of
super steps, and each super step consists of an input phase, computing phase, and
output phase. The computing phase processes the data sent from previous super step
and generates appropriate data as output to be received by the processors in the next
step. The processors in a super step run on data received from previous super step, and
the processors are asynchronous within a super step. The processors are synchronized
after every super step. The communication channels are used to synchronize the
process. Direct communication is possible between each processor and every other
processor, given absolute authority on distributing the data among processors in the
super step. BSP does not support shared memory or broadcasting. BSP is denoted by

Fig. 1 BSP architecture
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(p,g,l) where ‘p’ is the number of processors, ‘g’ is communication throughput ratio,
and ‘l’ is the communication latency. The computation cost of BSP algorithm for S
steps is W þ H:gþ S:l: where W is local computation volume ¼ Ps¼1

S ws, H is

communication cost ¼ Ps¼1
S hs, and S is synchronization cost. The BSP algorithm

should be designed to optimize computation cost, communication cost, and syn-
chronization cost [7]. The architecture diagram is presented in Fig. 1.

2 MapReduce

2.1 MapReduce Paradigm

Big Data problems typically bid definitive approaches and could sometimes follow
non-conventional computing archetypes. All of the approaches have been discussed
in the computer science literature for Big Data for decades which follow some kind
of out of the box techniques, and MapReduce is certainly not the foremost to drive
in this direction. The MapReduce is successful in fusing the several non-conven-
tional computing models together to perform computations on a grand, unimag-
inable scale. The capability of its design made the MapReduce a synonym for Big
Data.

MapReduce paradigm calcifies a distributed system to play authority in pro-
cessing Big Data with ease. MapReduce, unlike traditional distribution systems,
regulates computations on Big Data with least effort. MapReduce exposes specific
functions for a developer to implement distributed application and hides internal
hardware details. By this, developers can raise their productivity by focusing
resources on application without worrying about organizing the tasks and syn-
chronization of tasks.

MapReduce claimed humongous attention from research community as it was
with Von Neumann’s computing model. Von Neumann proposed ‘a model as a
bridging model, a conceptual bridge between the physical implementation of a
machine and the software that is executed on that machine’ [2] for single process
machine, long ago. Von Neumann’s model served one of the root pillars for
computer science for over half a century. Likewise, MapReduce is a bridge to
connect distributed system’s platform and distributed applications through a design
functional patterns in computation. The applications do not need to know the
implementation of distributed system such as hardware, operating system, and
resource controls.

The engineers at Google first coined the term Map and Reduce as an exclusive
functions that are to be called in a specific order. The main idea of MapReduce
comes from functional programming languages. There are two primary functions,
Map and Reduce. A map function upon receiving a pair of data elements applies its
designated instructions. The function Reduce, given a set of data elements, performs
its programmed operations, typically aggregations. These two functions, performed
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once on a data chunk of input data in a synchronous order coordinated by a syn-
chronous phase called shuffling and sorting, form the basis of MapReduce [8].

There is no formal definition for the MapReduce model. Based on the Hadoop
implementation, we can define it as a ‘distributed merge-sort engine.’ In
MapReduce, there are two user-defined functions to process given data. The two
functions are Map and Reduce. Given that data is turned into key/value pairs and
each map gets a key/value pair. Data is processed in MapReduce as follows:

• Map: The map function takes given appointed key/value pair say (K1, V1) to
process accordingly and returns a sequence of key/value pairs say (K2, V2).

• Partition: Among the output key/value pairs from all map functions, all the
associated values corresponding to the same key, e.g., K2, are grouped to
constitute a list of values. The key and the list of values are then passed to a
reduce function.

• Reduce: The reduce function operates on all the values for a given key, e.g. (K2,
{V2,…}), to return final result as a sequence of key/value pairs, e.g. (K3, V3).

The reduce functions do not start running until all the map functions have
completed the processing of given data. A map or reduce function is independent of
others and has no shared memory policy. The map and reduce functions are per-
formed as tasks by Task trackers, also called slaves, and the tasks are controlled by
job tracker, or master. The architectural view of MapReduce-based systems is
shown in Fig. 2.

Designing an algorithm for MapReduce requires morphing a problem into a
distributed sorting problem and fitting an algorithm into the user-defined functions
described above. The algorithm should be divided into asynchronous independent
smaller tasks.

The pseudo-snippet of MapReduce paradigm can be written as following:

Various implementations of MapReduce are available and Hadoop is one among
them. Hadoop not only provides to write MapReduce algorithm but also provides
supplementary features that help MapReduce algorithm benefit. The following
discussion illustrates the Hadoop tools.
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2.2 Introduction to Hadoop Tools

Though MapReduce was designed at Google, it has been evolved over time with
open-source community. Apache developed several advanced features around the
MapReduce technology and released to community to name ‘Hadoop.’ Sometimes,
the words ‘Hadoop’ and ‘MapReduce’ are used interchangeably. To draw clear
distinction between the two, Hadoop is one of the platforms to implement algo-
rithms of MapReduce paradigm. Hadoop is a collection of several tools closely knit
together to make it nearly complete venue to pursue MapReduce. We discuss some
of the tools here that are required to develop MapReduce algorithms.

2.2.1 HDFS

MapReduce framework highly depends on the file system upon which the input and
output data sits on. To enable various beneficial features, Hadoop constitutes a file
system called Hadoop Distributed File System (HDFS) [9]. Similar to many dis-
tributed file systems out there, HDFS is also shaped by adopting most of the
fundamental concepts from master/slave architecture. HDFS is hoisted from scratch
to support very large data. The HDFS system, in succinct terms, constitutes a
central server and a set of machines where the data is stored. The central server
called Name node (NN) stores metadata while a set of machines are labeled the data
nodes (DN) that administer the data comes in. Clients communicate with HDFS
Name node to store files. HDFS Name node splits each file into one or more blocks,
and then, the blocks are stored in data nodes. HDFS assumes that each file is a
sequence of blocks where a block is a sequence of data elements; all blocks except
the last one in a file are kept at a fixed size. The size of the blocks in a file is
configurable and typically set at 64 MB. If content is less than the specified block
size, the rest of the block is left vacant which happens frequently for last block of a
file. If the content of the file is less than the block size, the space in lonely block for
the file is left empty after filling the content driving the wastage of disk. For the
reason, HDFS is unfit for small files, and the more smaller files, the faster they
enervates the HDFS. The blocks of a file, are then, are replicated over one or more

Fig. 2 MapReduce-based systems architecture
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Name nodes in the HDFS. The replication facilitates the HDFS to furnish fault
tolerance amenity. Analogous to traditional file system, HDFS follows traditional
file system in naming files in the system by adopting the tried-and-true directory
hierarchy approach. File system operations such as create, rename, and remove files
are possible in HDFS as in traditional file systems with an exception for edit
operation. One of the most discussed limitations of HDFS from other file systems is
that HDFS does not comply with file editing. HDFS is architected to enable the
following features to name a few.

1. Big Data: HDFS is designed to support large files and to deal with applications
that handle very large datasets. The large files are supposed to split into blocks.
By this, HDFS is not recommended for files with small size in particular when
one or more files are smaller than a block.

2. High availability (Replication): Applications that read data from HDFS need
streaming access to their datasets. High throughput and availability are core
features of HDFS. The features are achieved by data replication. The replication
factor is configurable per file. An application can specify the number of replicas
of a file. Each block of a file is replicated on the number of data nodes as the
replication factor. The replication process led HDFS for slower writes but
benefits with faster reads. When a file is opened for reading, for each block of
the file, one of the data nodes that contain a replica of the block is constituted to
serve the data read request. Since there is more than one data node available to
serve the data read request, the reads are faster to achieve high availability. To
minimize read latency, HDFS tries to satisfy a read request from a replica that is
closest to the reader. Once the blocks are written and replicated across data
nodes, the blocks cannot be modified leading the HDFS to be termed as write-
once-read-many file system.

3. Robustness: HDFS can recover if there is data loss because of data node failure,
or disk failure. When data on a data node is corrupted or not available, HDFS
administrates the data nodes that replicate the data on the failed node to other
nodes to satisfy the replication factor configuration. The re-replication is pos-
sible, and each data block is stored on more than one data node. HDFS listens to
heartbeats and audits the data blocks for their availability periodically. HDFS
constantly regulates all data blocks in the cluster to fulfill the system’s con-
figuration and triggers replication process whenever necessary.

HDFS is built on top of two primary components that are responsible in har-
vesting the above-discussed features. The following discussion presents specifics of
the components.

• Name node. A machine that manages the HDFS is called ‘Name node.’ Name
node does not store the data itself but administers where to store the data. The
Name node executes file system namespace operations such as opening, closing,
and renaming files and directories. It also determines the mapping of blocks to
DataNodes. The responsibilities of Name node are given as follows:
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– It maintains the directory tree of the files in the file system.
– It audits the physical location of the data.

• Data Nodes There are a set of DataNodes, one per node in the cluster, to store
files. The Name node performs a split on a file into several blocks and directs the
file system client to send the file contents in the given split sizes to data nodes.
The data nodes store the file splits in blocks as per instructions from Name node.
The DataNodes also perform block creation, deletion, and replication upon
instruction from the Name node. When there is a request for read or write from
the file system clients, the data nodes serve the request.

The data flow in a write operation is presented in Fig. 3. HDFS client who wants
to write some data file onto HDFS contacts Name node for a list of data nodes that
the client can connect to and write the contents of the file. The Name node updates
its metadata of the request and responds with a block id and a data node details. The
clients upload the content of the file to the data node, while data node copies the
received content into the block specified by the Name node. Name node then finds
another data node to comply with the replication factor. The Name node instructs
the data node to copy the bock to other data node. The replication continues among
the data nodes until the system satisfies the replication factor.

The similar and reverse approach is involved in reading the contents of a file
from HDFS. The data flow is presented in Fig. 4. Client node, who wants to read a
file, contacts Name node for a list of data nodes where the contents of the file reside.
Name node responds with a list of data nodes, three data nodes when replication
factor is three. Client node chooses one from the list received and contacts the data
nodes to get served by the requested data.

Fig. 3 Data flow diagram in a write operation in HDFS
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HDFS is highly available and fault tolerant as client has an option to choose
other data node when a data node is down while reading a file. When the client is
one of the data nodes, it reads from local file system if the block resides in itself.
Such scenarios commonly encounter when an application run in the data nodes. By
this, the data does move to application, but application moves to data. Taking this
advantage, MapReduce runs its tasks on data nodes. Hadoop implemented a set of
tools to achieve MapReduce computing with the advantages taken from HDFS.

2.3 MapReduce Computing Platform

The Hadoop’s MapReduce computing platform is depicted in Fig. 5. Hadoop’s
MapReduce computing platform constitutes two components: One is JobTracker

Fig. 4 Data flow diagram in a read operation in HDFS

Fig. 5 Hadoop’s MapReduce
computing platform [15]
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acts as a master in the Hadoop cluster while the other is called Task trackers. The
Task trackers can be treated as workers.

A typical (simplified) activity flow in Hadoop is as follows [10].

1. A server, called Job Tracker, accepts jobs (MapReduce programs) from clients.
A job is associated with a mapper method, a reducer method, and a set of input
files and output files.

2. The Job Tracker contacts Name node to get the location of the input files. The
Job Tracker applies appropriate scheduling algorithm to assign tasks to a set of
computing nodes, called Task trackers. The scheduling algorithm takes data
locality into account to optimize data movements.

3. The Job Tracker distributes the mapper and reducer methods among the
scheduled Task trackers. In addition to the mapper and reducer methods, the job
tracker also distributes the job configuration so that the mapper and reducer
methods run based on the provided configuration.

4. The Task tracker performs the assigned mapper task. The Task tracker reads
input from data nodes and applies given method on the input.

5. The map task creates and writes to an intermediate key-value pairs to a file on
the local file system of the Task tracker.

6. Partitioner reads the results from the map task and finds appropriate Task tracker
to run reduce task. The intermediate results emitted by map tasks are then
propagated to reduce tasks.

7. The Task trackers that are scheduled to run reduce tasks apply operations
programmed in reduce function on the data elements streamed from map tasks
and emit a key-value pairs as output. The output data elements are then written
to HDFS.

The control flow discussed here is evident enough to assert that the tasks come
down to data location to perform designated operations. If there are no computing
resources available at the machine where the data located, the computation is
carried out in a nearest machine to the data. Such behavior is called data locality, in
MapReduce context. Data locality improves the distributed computations by
reducing the data movements in the network within the cluster.

2.3.1 Job Tracker

Job Tracker is a server that has the implementation for necessary user interfaces
needed to submit and run a map reduce job. Once a map reduce job is submitted to
Hadoop cluster, the JobTracker of the Hadoop cluster engineers a scheme to run the
submitted job. The scheme involves identifying Task trackers in the cluster to
perform map operations, triggering the mappers on Task trackers, monitoring the
task while running, etc. Job Tracker runs in listening mode to take requests from
clients. When a client submits a job, the job tracker communicates with Name node
to obtain a list of machines that carry the input data for the job. The list is used in an
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optimization algorithm, and the job tracker comes up with an optimized scheme to
run the job on Task trackers. As mentioned earlier, the scheme attempts to reduce
network bandwidth utilization within the cluster by adopting data locality feature.
By data locality, the preference to run a task to run on a data chunk is (1) the
machine where the data is located, (2) the rack where the data is located, and (3) a
computing machine in the cluster. It could not always possible to find a node for a
map task to run on local data; then, it is highly possible to find a node in the same
rack. If there is no node available to take the task, then whatsoever machine in the
cluster can perform the task, though not optimal but can let the job advance. One of
the reasons a Task tracker not available to take a task is that the Task tracker could
have been running the tasks up to its maximum capacity. Whenever the job tracker
identifies a Task tracker to run a task, it monitors the task until it terminates. The job
tracker finds another optimal Task tracker in case if a task failed on a Task tracker.
By restarting a task on another Task tracker, the job tracker ensures that the job
does not terminate if there is a task failed once, but attempts to run several times. At
the same time, a job cannot be turned into successful states unless all the tasks of
the job complete without errors.

The responsibilities of Job Tracker can be summarized as follows:

• Manage Task trackers and its resources as jobs being submitted.
• Schedule tasks among available resources.
• Monitor the tasks of jobs, and restart the failed tasks for configured number of

attempts.

Job tracker is the heart of MapReduce computing platform as it is the entry and
exit points for clients to submit a job. On the other hand, there is only one Job
Tracker process runs on a Hadoop cluster. The JobTracker poses single point of
failure for the Hadoop MapReduce service because there is no alternate when the
only job tracker shuts down. When the job tracker falls down, all the jobs running
on the cluster are deemed to be halted for client.

2.3.2 Task Trackers

Task tracker is a daemon runs on computing nodes of Hadoop cluster. The Task
tracker receives instructions to perform map and/or reduce tasks from the Job
Tracker. The Task tracker posts the available resources in the node and a heartbeat
message at every specific interval of time to the job tracker. The job tracker per-
forms bookkeeping of the Task tracker and corresponding resource and exploits the
information in job scheduling. The Task tracker performs the assigned tasks (map,
reduce) on given data. The job tracker tracks the Task trackers for the tasks that are
running and instructs the Task trackers to where to send the output data.

A Task tracker performs a mapper method or a reduce method. The methods are
illustrated in detail as follows.
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• MapperMapper is a function that reads input files of given job in terms of <Key,
Value> pairs and emits some other <Key, Value> pairs. The emitted key-value
pairs are to be consumed by reducers and called intermediate key-value pairs.
The skeleton of the mapper implementation is presented here.

A Mapper, say MyMapper, can be implemented by extending the Mapper
interface which is in turn extends MapReduceBase class. A custom mapper is
realized by overriding ‘map’ function in the MyMapper class. The map function
takes input key and value as objects and a context that represents the context of
the task. The context is then used to read task-specific variable and pass on
counters to client.

• Reducer The key-value pairs emitted by all mappers are shuffled to accumulate
all the intermediate records with a key will see same reducer. The reducer
receives set of values for a given key and iterates over all the values for
aggregation.

Here is the Reducer implementation, bare-bones code.
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As for Mapper, a Reducer is developed by extending Reducer interface which in
turn extends MapReduceBase class and a custom reduce function can be written by
overriding reduce function in the class. Unlike from Mapper, Reducer’s second
argument is ‘Iterable’ which splits the values for the given key upon iteration.
Context in reducer is leveraged as in mapper.

2.3.3 YARN

The recent version of Hadoop scrapped Job Tracker and Task trackers for a new job
processing framework called YARN [11]. YARN stands for Yet Another Resource
Negotiator. YARN constitutes Resource manager and Node Manager.

1. Resource manager Resource manager is the daemon which governs all jobs in
the system. Resource manager regulates the resources in Task trackers.
Resource manager schedules tasks based on the resources available on Task
trackers. The Resource manager constitutes two primary tools: Scheduler and
Applications Manager.

• The Scheduler is solely designed to apportion the available resources on
computing nodes of the Hadoop cluster. The allocation attempts to satisfy
the capacity, queue, SLA, etc. There is no guarantee that the scheduler
restarts the failed tasks but attempts to reschedule the task on the same node
or other node for several attempts according to the scheduling configuration.
A scheduler can employ a sophisticated algorithm to allocate resources
among jobs submitted; by default, a resource container administers resources
such as CPU, memory, disk, and network, which is the basis for scheduling
algorithm. Recent version of YARN release supports memory as resource in
scheduling. More such resource information is used more in optimal
scheduling. YARN allows to use custom-designed schedulers in addition to
the FIFO scheduler. Capacity Scheduler and Fair Scheduler are two such
schedulers.
The Capacity Scheduler is developed targeting a goal to share a large cluster
among several organizations with minimum capacity guarantee. It is
designed for supporting seamless computing flow in a shared cluster being
utilized by more than one customer and to optimize resource utilization.
Capacity Scheduler allows to maintain more than one queue, and each queue
follows its configured scheduling scheme. Each queue complies with the
configuration provided for this queue. Clients need to submit a job to the
respective queue. The queue is processed in FIFO strategy. The jobs in a
queue can be run on the machines that fall under the queue.
Other scheduler is Fair Scheduler that the jobs equally receive their quota of
resources to make progress in the job. There are pools, and each pool is
allocated a portion of resources. When a job is submitted to a pool, all the
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jobs in the pool share the resources allocated to the pool. In each pool, there
is a fair distribution of resources among the jobs running on the cluster. A
job never starves to terminate because it is FIFO and time-out waiting in
getting resources. The scheduler optionally supports preemption of jobs in
other pools in case to satisfy fair share policy.

• The Applications Manager stays open to receive requests to run jobs. When
needed, Applications Manager negotiates with clients when the requested
resources are not viable or resource allocations are changed to run the job.
SLAs exchanged between Applications Manager and client, and when
consensus is reached, the job is put on to execution pool. Scheduler takes the
job to schedule it to run on the cluster.

2. Node Manager Node Manager does the similar job as Task trackers.
Node Manager constitutes resource containers and performs operations such as
monitoring resource usage and posting the resource status to the
Resource manager/Scheduler in the cluster. Node Manager resides on a com-
puting machine, coordinates the tasks within the machine, and informs
Resource manager and Applications Manager on the status of the resources,
tasks running on the machine.

Irrespective of YARN or Hadoop’s early release, Hadoop’s underlying design
pattern, and client application development, APIs stay nearly unchanged.

There might be several mappers running as the map tasks get completed. As map
tasks complete, the intermediate key-value pairs start reaching corresponding
reducers to perform reduce operation. The nodes that run map tasks in a Hadoop
cluster begin forwarding the intermediate key-value pairs to reducers based on
intermediate key.

2.3.4 Partitioners and Combiners

Partitioner: Partitioning, as mentioned earlier, is the process of determining which
reducer to work on which intermediate keys and values. There is a partitioner for
each node. The partitioner of each node determines for all of mappers output (key,
value) pairs running on the node which reducer will receive them. The intermediate
key-value pairs of certain key are destined to one reducer despite the key-value
pairs generated from different mappers. The partitioning algorithm should be in
such a way that there should never be a need to move data from one node to another
node. Default partitioning algorithm is hash algorithm. The key-value pairs of keys
having same hash go to one reducer. There is also an option to define customized
partitioner for a given job. The partitioner should decide which reducer a key-value
pair should send to. The number of partitions the algorithm distributes the inter-
mediate key-values pairs is equal to the number of reducers. The job configuration
should specify the number of reducers, in other words the number of partitions.
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Combiner: The objective of the combiner is to optimize the data movements
among nodes. The combiner runs on each mapper and performs same task as
reducer so that the data is reduced at the mapper node itself. The combiner step is
optional in a job. Combiner receives key-value pairs from the mappers in a node
and aggregates using the combiner method passed by the job configuration. With
the interception of combiner in the pipeline, the output of the combiner is called
intermediate key-value pairs and passed to partitioner for determining the appro-
priate reducer. To summarize, the combiner is a mini-reduce process which operates
only on data generated by one machine.

2.3.5 Input Reader and Output Writers

We have been discussing how a job processes given data. Now let us discuss how a
job reads the data and writes the output. Each job is associated with a set of input
files and a set of output files. A method to define how to read the input file, to
generate key-value pairs, is called input reader. Similarly, there is a method to
define what format the output should be written, from key-value pairs emitted from
reducers, which is called Output Writer.
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Input Reader: Input of a MapReduce job is a complete file or directory. When a
map is running the task, it receives only a chunk of data from the complete file or
directory. A chunk called input split is passed to a mapper. The size of the input
split, a mapper should work on, supposed to be defined by client with domain
expertise. Default input split size is 64 MB or the same size of a block in HDFS. An
input split could be the combination of one or more or partial files. Job scheduler
also follows the same input split concept to achieve data locality feature.

Given that the input file of a job is split into several chunks called InputSplits.
Each input split constitutes a sequence of bytes, and the bytes need interpretation. A
toolkit to interpret the input split is to be developed for each map reduce.
RecordReader serves the purpose that translates a given input split into a series of
(key, value) pairs. The key-value pairs are in a consumable format when mappers
read them. LineRecordReader is one of the record readers out there, and
LineRecordReader assumes each line as a record and turns each line into a key-
value pair by splitting the line by a delimiter. TextInputFormat is available by
default in Hadoop package and can be used to read text files out of the box in a map
reducer job. There is few other complex record reader that is capable of decom-
pressing the input splits, deserializing objects, etc. Clients can develop a custom
record reader to parse input file data following a specific format.

Output Writer: As the reduce task runs, they generate final output key-value pairs.
Output Writer defines how the final key-value pairs should be written to a file. There
is an Output Writer for a reducer task. The Output Writer takes the key-value pairs
from the reducer and writes to a file on HDFS. The way the key-value pairs are
written is governed by the OutputFormat. Therefore, there is a separate file and a
common output directory for each reducer; a Hadoop job generates the number of
output files as the number of reducers. The output files generated by reducers usually
follow the patterns such as part-nnnnn, where nnnnn is the partition identifier
associated with a certain reduce task. The common output directory is defined by the
user in job configuration. The default output format is the TextOutputFormat which
writes a line with key-value pairs in text format separated by tab for each key-value
pair emitted by a reducer. In addition, there are two other output formats that are
packaged in Hadoop implementation. The following table (Table 2) summarizes the

Table 2 Standard output format implementation

Output format Description

TextOutputFormat Given key-value pairs are written to output file in text format
with a tab space as delimiter

SequenceFileOutputFormat Given key-value pairs are written to output file in binary format.
This format is useful for jobs reading in another map reduce job

NullOutputFormat No output is written for this format

78 V. Martha



output formats. An user-defined Output Writer also allowed to specify job config-
uration to generate user-specific output format from final output key pairs.

2.4 Putting All Together

Summing up the artifacts learned so far in this chapter is sufficient enough to
develop a Hadoop job and make it ready for submission on a Hadoop cluster. Let us
go through the process of implementing a Hadoop job in this section to exercise the
practices we learned.

Though there are many problems that can be solved by MapReduce paradigm, a
Big Data problem yet simple is taken into consideration here to showcase the
benefits of the MapReduce phenomenon. Assume that you are given a task to build
a search engine on World Wide Web pages similar to Google or Bing. Disregard
worrisome features of a search engine and the search engine returns you a list of
pages and likely the places where the given keyword is occurred in the World Wide
Web. A list of possible keywords in the World Wide Web alongside with corre-
sponding pages and places the keyword occurred can enable the search possible
without walking through all the World Wide Web every time there is a search
request. Such list is called an index, widely accepted approach. Preparing an index
is an easy task when the documents are handful and as well keywords. The real
challenge arises when the same task to be done over a manifold of pages which is
the case with World Wide Web. The number of documents to be indexed is at high
scale and cannot be done on a single machine. MapReduce paradigm lands into
overcome the challenges.

It is a typical routine to solve a bigger problem a piece by piece to come up with
a viable solution. Endorsing the tradition, let us find a solution for indexing smaller
dataset first followed by extending the solution to make it feasible on Big Data.
Since MapReduce is partly a composition of map and reduce functions, it is easy to
port the solution on smaller dataset onto MapReduce paradigm. The workout on the
smaller dataset runs as in the following discussion.

Each page in World Wide Web is a sequence of text character disregarding the
non-printing material of the pages. A page, interchangeably called document here,
D is nothing but a set of text lines. Each text line is a set of keywords. Therefore,
D = Set{Lines} where Line = Set{Keywords}. Here, each keyword is associated
with a line. Now trace back the keyword position. A keyword position is a pair of
document id and line number. For each line in the document, generate a pair of the
keywords in the line and corresponding positions. The pairs can be aggregated in a
method after reading all the contents in the document. The stitching of the above
discussion can be written as an algorithm for a document D and is given as follows.
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As pointed out earlier, this algorithm works effectively on one document without
encountering performance issues. When we carry forward the same application onto
millions of documents, it fails to claim its outcomes as cogently as with one
document. Harvesting the knowledge gained in this chapter, let us revamp the
above algorithm into a MapReduce program. One can simply map the functions in
the above algorithm into functions in MapReduce by knowing the spirit of
MapReduce paradigm. Table 3 show cases the linear mapping to demonstrate how
easy it is to develop an algorithm in MapReduce paradigm.

Now migrating the methods into MapReduce tools such as Map and Reduce
methods, though obvious, is presented here. The source code for the MapReduce
algorithm is illustrated in the following order: (1) Necessary classes for the
MapReduce tools to function, (2) Mapper method, (3) Reducer method, and (4)
InputReader implementations to understand the document content.
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The mapper and reducer classes need to be supported by several supplementary
classes, in particular Input Reader and Position. The Position class is defined to
standardize on the offset/location of a text in a file. The position is a combination of
‘File Name’ and ‘Offset in the File.’ The position class has to be writable to be
passed across mappers and reducers. The position class can be implemented as
follows.

Table 3 Typical algorithm to
MapReduce

Typical method Method in MapReduce

splitDocument InputReader

indexLine Mapper

aggregateIndexes Reducer
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A mapper takes a line in the given input with its corresponding offset to generate
key-value pairs of tokens and the offset. The mapper class implementation is as
follows.

A reducer method takes all offsets emitted by more than one mapper for a given
token, and to split aggregate of offsets in a string format. All the offsets of a token
are distributed by partitioner. The implementation of reducer class is as follows.

The input to the MapReduce job is a set of text files, and the files should be read
to transform the content to appropriate key-value pairs for mapper class. The input
reader class does the service for the purpose. The record reader also called input
reader takes the input files and generates key-value pairs that would be taken by
mappers. The record reader implementation for the mapper here is presented in the
following code.
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Now, we have every tool needed to run a map reduce job. The map reduce job
can be triggered from a method by importing the above-stated implementation. One
such method to submit a map reduce job is called Driver. The driver method is
named to submit map reduce with given map and reduce implementation to run on
specified input files to generate designated output files. Hadoop provides the ‘Tool’
class to develop such driver classes. The following class implements the Tool class
to submit a map reduce job with the given configuration. The main method here
calls a method named ‘run’ with the command line arguments. The command line
arguments are input directory that constitutes input files and output directory where
the output files to be stored. The code for the driver class is as follows.
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To run the above MapReduce application, one needs to compile the Java code
and to compress into a jar package. The built jar can be used to submit the job with
input and output paths as arguments. The command to submit a job is as follows.

The skills learned from this exercise are enough to model most of the other
algorithms in MapReduce paradigm. In addition to the basic artifacts in MapReduce
paradigm discussed so far, there are several other advanced concepts that make the
MapReduce suitable for many domains. Some of the techniques are discussed in the
following section.

3 Advanced MapReduce Techniques

3.1 Hadoop Streaming

Hadoop streaming allows one to create and run Map/Reduce jobs with any exe-
cutable or script as a mapper and/or a reducer. Standard input and standard output
(stdin, stdout) serve the channels to pass data among mappers and reducers. Let us
discuss how it works with mapper, and then reducer will be in the similar approach.
Mapper application receives input key-value pairs as input from standard input
(stdin), and the mapper application has to parse the line came from stdin to extract
key-value pairs. Upon completion of map instructions, the output key-value pairs
can be emitted by writing to standard output (stdout).

A streaming application splits each line of given text file at the first tab character
to recover key and value from the line. A mapper or reducer in streaming appli-
cations writes their output to stdout in the same format: key value.

As a mapper task in a streaming application runs, Hadoop converts the content
of the given input files into lines and feeds the lines to the stdin of the given mapper
process. The mapper program should split the input on the first tab character on
each given feed of line to recover key-value pair. Mapper runs the programmed
instructions on the given key-value pair and writes the output key-value pair to
stdout separated by tab character.

The output of the mapper task is partitioned by a partitioner to feed to reducers.
The inputs of a reducer are sorted so that while each line contains only a single
(key, value) pair, all the values for the same key are adjacent to one another.
Reducer program reads the given lines and recovers list of values for each key.
Reducer generates output key-value pairs that are written to output file in HDFS.
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Provided a Mapper and Reducer can handle given input in the text format, the
mapper or reducer program can be written in any language as long as the nodes in
the Hadoop cluster know how to interpret the language.

The following command is a typical way to run a Hadoop streaming job. The
command triggers a map reduce job to use ‘IdentityMapper’ for mapper and shell
script-based word count application as reducer.

3.2 Distributed Cache

There are plenty of cases where every mapper needs some data in addition to the
data to be processed say a configuration file or dictionary file. In the example
MapReduce program we discussed, we extended the application where the toke-
nizer needs to read stop words list to ignore stop words from input text. The stop
words file is to be available to every mapper that uses a tokenizer before the mapper
start processing given input key-value pairs. Hadoop’s distributed cache addresses
the problem by providing tools to copy the given data to every node that runs
mapper or reducer. The data is only copied once per job and the ability to cache
archives which are unarchived on the slaves. The data in the form of files which
could be text, archives, jars, etc. Hadoop assumes that the files are in HDFS. The
data copying occurs at the time of job creation, and the framework makes the
cached files available to the cluster nodes at their computational time.

3.3 Multiple Outputs

As discussed earlier, there are number of output files in a directory for a
MapReduce job as the number of reducers in the job. Each reducer writes to a file.
Hadoop allows a reducer in a job to generate more than one file and more than one
output format. The job that needs to generate multiple outputs takes the output
names as configuration. Reducer writes the output key-value pairs to appropriate
output named file. Each output, or named output, may be configured with its own
OutputFormat, with its own key class and with its own value class.

3.4 Iterative MapReduce

It is very likely that an application cannot be implemented as one single map reduce
job. It is also distinctly possible that same map reduce job needs to be repeated
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several times to generate expected output. Given the need for more such repetitive
scenarios, there have been several implementations to support iterative calls to a
map reduce job. iMapReduce is one of them and is discussed here.

Iterative iMapReduce runs mapper and reducer methods iteratively. The iterative
calls to mapper and reducer methods improve performance by reducing the over-
head of creating jobs repeatedly, eliminating the data movements, and allowing
asynchronous execution of mappers [12]. Even though it is not true that every
iterative algorithm can benefit from iMapReduce, many machine learning algo-
rithms are quite suitable in iMapReduce.

Following section introduces some of the machine learning algorithms in
MapReduce paradigm.

4 Machine Learning with MapReduce

The MapReduce architecture in Hadoop does not support iterative mapper and
reducers directly, but there are several implementations that extended Hadoop to
support iterative map reduce jobs. Machine learning algorithms take advantage of
the iterative map reduce tool to train features on Big Data [13]. Clustering is one of
classical machine learning algorithms and is discussed here to illustrate the sense of
machine learning in Hadoop.

4.1 Clustering

A cluster is said to be a group of observations with similar interests. Clustering
algorithm attempts to identify the groups in the given observations data. Two data
points are grouped together if they have similar interests. The interests could be
distance, concept, pattern, homogeneous property, etc. The clustering algorithms
optimize clustering quality. There are no generic criteria to measure quality of
clustering, but different problems follow different methods. K-means clustering is
one of the clustering algorithms which optimize the clustering quality by mini-
mizing the distance among observations within clusters.

4.1.1 K-Means Clustering

K-means clustering algorithm takes a set of vectors which we call training data.
There are k-vectors to start with as k-cluster representatives. The algorithm dis-
tributes the vectors to k-clusters where the clusters are vectors too. The distribution
tries to allocate each vector to its nearest cluster. The distribution process repeats
iteratively; after every iteration, the new cluster representative is computed. The
iteration stops when the cluster representative converges. There is no guarantee that
it converges. The iterations stop if it does not converge for configured limit.
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Since the same procedure is iteratively performed in the algorithm, now we can do
extend the algorithm onto MapReduce. The MapReduce version of the algorithm also
iterative so uses iMapReduce. In each iteration, a map reduce job allocates given
observations to clusters from previous iteration and computes new cluster representa-
tives. Themapper of themap reduce job distributes the observations into clusters, while
the reducer computes new cluster representatives and emits the new cluster. The output
clusters from reducer will be consumed by the mappers in the next iteration [14].

The pseudocode of the application is presented here.
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5 Conclusion

MapReduce is one of the well-known distributed paradigms. MapReduce can
handle massive amount of data by distributing the tasks of a given job among
several machines. By adopting functional programming concept, MapReduce can
run two functions, called map and reduce, on Big Data to emit the outcomes. The
mappers process given input data independent of each other and sync the emitted
results in reducer phase where the reducers process the data emitted by mappers.
MapReduce reaps benefits from a suitable distributed file system, and HDFS is one
of such file systems. HDFS serves a feature to move a map/reduce task to data
location when performing a map reduce job in Hadoop. MapReduce blended with
HDFS can tackle very large data with least effort in an efficient way. A problem can
be ported to MapReduce paradigm by transforming the problem into asynchronous
smaller tasks, map and reduce tasks. If synchronous is needed, it can be done once
in a job through partitioning by a partitioner.

This chapter illustrated the primary components of Hadoop and its usage. An
example scenario is also discussed to demonstrate how to write a ‘HelloWorld’
program in a MapReduce paradigm. An advanced MapReduce algorithm, k-means
clustering, is presented to show the capability of MapReduce in various domains.

6 Review Questions and Exercises

1. Develop a MapReduce application to prepare a dictionary of keywords from a
given text document collection.

2. Discuss the data flow in a MapReduce job with a neat diagram.
3. Develop a MapReduce application to find popular keywords in a given text

document collection.
4. How HDFS recovers data when a node in the cluster goes down. Assume that

the replication factor in the cluster is Review Question ‘3.’
5. Design a MapReduce job for matrix multiplication. The input is two file and

each contains data for a matrix.
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Big Data Search and Mining

P. Radha Krishna

Abstract Most enterprises are generating data at an unprecedented way. On the
other hand, traditional consumers are transforming into digital consumers due to high
adoption of social media and networks by individuals. Since transactions on these
sites are huge and increasing rapidly, social networks have become the new target for
several business applications. Big Data mining deals with tapping large amount of
data that is complex with a wide variety of data types and provides actionable insights
at the right time. The search and mining applications over Big Data resulted in the
development of a new kind of technologies, platforms, and frameworks. This chapter
introduces the notion of search and data mining in the Big Data context and tech-
nologies supporting Big Data. We also present some data mining techniques that deal
with scalability and heterogeneity of large data. We further discuss clustering social
networks using topology discovery and also address the problem of evaluating and
managing text-based sentiments from social network media. Further, this chapter
accentuates some of the open source tools for Big Data mining.

Keywords Large data analysis � Scalable algorithms � MapReduce � Social graph
analysis � Topology discovery � Sentiment mining � Shape-based local neighbor-
hood generalization

1 Introduction

Data science is an emerging discipline in computer science that originated with Big
Data revolution. Organizations are overloaded with unimagined scales of digital
data, and analysis of such data may potentially yield extremely useful information.
Recent trends reveal that organizations show much interest to leverage the extended
enterprise data to uplift their business opportunities. Storing, searching, indexing,
and mining data at a large (big!) scale with current technologies, databases, and
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architectures is a difficult task. This is mainly due to (i) lack of scalability of the
underlying algorithms and (ii) complexity and variety of the data that needs to be
processed. Thus, conventional data management techniques cannot be adopted for
large-sized data generated by present-day technologies such as social media, mobile
data, and sensor data. For instance, due to large size of the data (i.e., volume), it
may not fit in the main memory. The complexity further increases for supporting
Big Data, where responses are needed in real time. Due to increased adoption of
digitization by individuals as wells as organizations, the data is being generated in
the order of zettabytes, which is expected to grow around 40 % every year.

Search is often necessary in Big Data analysis to find a portion of data that meets
specific criteria, which necessitates a new kind of index structures and associated
search technologies. Big Data mining can be defined as extraction of useful
information/insights from very large datasets or streams of data [8]. It deals with
tapping large amount of data that is complex with a wide variety of data types and
provides actionable insights at the right time. Big Data, due to its characteristics
(such as Volume, variety, velocity, variability, and veracity), necessitates fine-
tuning of existing or newly developed data mining technologies.

MapReduce [5], designed by Google, is a parallel programming paradigm that is
useful to process Big Data by distributing tasks across various machines/nodes. It
provides horizontal scaling to deal with large-scale workloads. The intuition behind
MapReduce programming paradigm is that many large tasks can be represented in
terms of Map and Reduce operations, which can facilitate parallelism over clusters
of machines. The basic structure in MapReduce is key–value pairs (usually rep-
resented as <key, value>). Users need to define a single MapReduce job in terms of
two tasks, namely Map and Reduce. The Map task takes key–value pair as an input
and produces a set of intermediate key–value pairs. The outputs from the Map task
(i.e., intermediate key–value pairs) are grouped by the key and then passed to the
Reduce task. Reducer typically merges the values that have the same intermediate
key and generates output key–value pairs.

The search and mining applications over Big Data resulted in the development of
a new kind of technologies, platforms, and frameworks. This chapter is centered on
the notion of search and data mining in the Big Data context and technologies
supporting Big Data.

2 Big Data Search and Retrieval

Big Data search and analysis requires management of enormous amounts of data as
quickly as possible. Some examples of Big Data search are as follows: (i) page ranking
for searching the Web in order to retrieve more relevant Web pages for a given set of
keywords, (ii) searching appropriate communities in a social network, which can be
treated as a large-scale graph search problem, and (iii) searching the data for queries
related to individuals/groups interest and their spending pattern from shopping malls
transaction data pertaining to sales of large number of products. The data is usually
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stored in distributed file systems, and parallel computing paradigms such as
MapReduce and Giraph help in dealing with such large-scale data search and analysis.

Google search engine determines the order of Web pages to be displayed using
page rank, which assigns a score to each Web page. Link structure of Web graph
can be represented as a matrix and the page rank computation needs matrix-vector
multiplication [10]. Fast retrieval of Web pages necessitates parallel implementation
of matrix-vector multiplication and page rank algorithm. Below, we present
MapReduce implementation of matrix-vector multiplication.

Suppose we want to multiply matrix A of size n × n with a vector V of size n. An
element, say xi, of this product can be computed as follows:

xi ¼
Xn
j¼1

aij � vj ð1Þ

where aij is the element of ith row and jth column of matrix M and vj is the jth
element of vector V. Below, we describe the MapReduce implementation of matrix-
vector multiplication. We assume that the complete vector V is read into the main
memory and available to each Map task.

Note that, in Eq. 1, each output element xi composes multiplication followed by
summation. So, in the MapReduce implementation, we can define Mapper to
perform multiplication and Reducer to perform summation to produce xi.

//vector V is global 

class Mapper: 

method Map(<i, j>, value): 

 emit(i, value * v[j]); 

class Reducer: 

method Reduce(i, values): 

 emit(i, sum(values)); 

The input key–value pair for Mapper can be formed by considering the row and
column indexes of the matrix as key and the matrix element form as a value. For each
row, the Mapper multiplies each matrix element aij with vector element vj and emits
(or produces) key–value pairs as <i, aij * vj>. Here, each row of the matrix can serve as
a key for Mapper output as well as Reducer input. So, the input key–value pair for
Reducer is the row index and the list of all values assigned to corresponding row.
Usually, a Mapper task generates lots of intermediate data in terms of key–value
pairs. The emit function saves that data on to the machine’s local disk. Later, the data
on the local machine will be made available to the appropriate Reducer.

The Reducer emits the key–value pair as <i, xi>, where xi represents sum of the
values in the list that assigned to row i. That is, the Reducer gets all Mapper output
values which correspond to one matrix row. A Combiner, similar to Reducer, can
be developed to compute the subtotals of one Map task output. The Combiner helps
in reducing the size of the intermediate results.
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For large vectors which cannot fit into the main memory, one can vertically
partition the matrix into equal-sized stripes, say P, and partition the vector into same
number of stripes (i.e., P stripes) of equal size. The matrix-vector multiplication
now becomes subproblems of multiplying ith portion of the matrix with the ith
stripe of the vector. Note that if the entire vector itself can be placed in the main
memory, then portioning of matrix and vector is not needed.

Hash and bitmap indexes are commonly used in most of the databases. However,
MapReduce framework does not provide any special indexes. The user has to
implement suitable indexing mechanisms in order to fetch the data quickly.

The indexing mechanism should provide a very small footprint of the indexes to
make the search efficient for Big Data. The flexibility in partitioning these index
structures ensures a smooth growth of the indexes and also their availability at the
location of processing, thus allowing parallel processing of the operations on such
large datasets. For instance, Web search engines such as Google and Yahoo adapted
distributed indexing techniques using MapReduce programming paradigm [15].
Similarly, Dean and Ghemawat developed an indexing strategy based on
MapReduce framework for document Indexing [5]. The indexing is very useful,
especially when data is pushed to multiple Map tasks that are currently running.
One of the biggest concerns in indexing problems is the need for an indexing
mechanism that generates index at a very high rate both at the initial stage and also
during additions, deletions, and updates.

One of the issues for efficient Big Data search is identifying and removing
redundant data so that the search algorithms can be applied on useful data only.
Most of the analytical and data mining techniques require to search the required
data first and then apply appropriate data mining technique(s) to discover patterns.

3 K-Means Clustering

In this section, first we discuss the standard K-means clustering algorithm and then
describe the MapReduce implementation of K-means clustering algorithm for Big
Data clustering.

Clustering process groups a given set of n objects into different clusters. A good
clustering technique satisfies the following two criteria:

• Intracluster distance is minimum (i.e., placing similar objects in one cluster)
• Intercluster distance is maximum (i.e., placing dissimilar objects in different

clusters)

Similarity of the objects is computed based on the chosen distance/similarity metric.

K-means Clustering

The input to the K-means clustering algorithm is the number of desired clusters
(say, K). The steps involved in the K-means algorithm are as follows:
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1. Randomly select K objects from the given N objects as initial K cluster centers.
2. Compute the distance from each data object to each of the K centers and assign

that object to the nearest center, thus forming new clusters.
3. Compute K centers for the new K clusters formed in step 2.
4. Repeat steps 2 and 3 till there is no change in the K cluster centers.

In K-means technique, computing distances between objects takes considerable
amount of time. The number of distance computations required in each iteration is
N × K, where N is the total number of objects and K is the number of desired
clusters. Note that the distance computation between an object and K centers does
not interfere with the distance computation between another object and K centers.
So, one can compute distances from K centers to different objects in parallel.
However, the repeating procedure should be done serially as new K cluster centers
are resulted in each iteration.

The sequential part of K-means MapReduce algorithm is as follows:

1. KCentres = Random(dataset, K) //Randomly select K objects from a given 
dataset as initial K centres 

2. Repeat 

3.  newKCentres = MapReduce(dataset, KCentres)  

4.  If (KCentres == newKCentres)  

5.   Break; 

6.  KCentres = newKCentres 

7. Return. 

When compared to the size of the dataset, the number of cluster centroids (i.e.,
K) is small. So, for designing mapper function, we assume that the K cluster centers
are placed in a single file and accessible to each Mapper task. The Mapper function
identifies closest cluster center for an object and emits key–value pair <cluster
number, object>. The Mapper function is given below.

Class Mapper: 

 Method Map (key, object): 

 mindist  = MaximumValue     // Initialize maximum possible value to mindist 

 for (i  = 1; i <= K; i++ ) do 

  dist = computedistance(KCentres[i], object) 

  if (dist < mindist) 

      mindist = dist 

   ClosestClusterID = i 

 emit (ClosestclusterID, object); 
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In the above algorithm, the computedistance function computes the distance
between an object and a cluster center. At the end of for-loop statement, the cluster
ID that is closest to the object is determined. Finally, the emit function produces
ClosestclusterID (i.e., closest cluster ID) and the object as key–value pair and stores
in the local memory.

The Reducer function updates centroid of each cluster to the new center. The
input to the Reducer is the Cluster ID and the objects corresponding to that Cluster
ID. The new centroid of the each newly formed cluster is computed using the
objects assigned to that cluster. The output of the Reducer is <Cluster ID,
Cluster Centre>. The new cluster centers are used for next iterations as shown
in the sequential part of MapReduce algorithm. To compute the mean of all objects
in a cluster, the number of objects in that cluster needs to be tracked. A Combiner
can be constructed for each Map task to compute the partial sum of the values of
objects assigned to a single cluster. The input key–value pair for the Combiner is
<Cluster ID, object> and the output is <cluster ID, (partial sum,
number of objects)>.

4 Social Networks—Community Detection

Social networks are gaining importance due to the involvement of different kinds of
interactions and content sharing among individuals, organizations, and communi-
ties [20]. Virtual communities can be formed by a group of individuals who have
common characteristics, behaviors, interests, etc.

Finding useful communities (also known as community detection) from a social
network data according to a specific business purpose is a challenging task. The
objective here is to find set of clusters from a social network. As stated in Sect. 3,
clustering is the process of grouping a set of entities in such a way that entities in
the same group (cluster) are more similar to one another than to the ones in other
clusters. In the context of a social network, clustering indicates identifying groups,
which share a lot of commonalities (relative to other members in the network) and
are closely related. That is, social network clustering forms groups of nodes with
dense intragroup connections and sparse intergroup ties. The quality of the clusters
therefore highly depends on the methodology used to measure the similarity
between nodes. Figure 1 shows a sample graph with three different clusters.

Community detection approaches are broadly categorized into four: node centric,
group centric, network centric, and hierarchy centric [20]. In node-centric com-
munity detection technique, each node in a group satisfies certain properties. These
properties include complete mutuality, reachability of members, nodal degrees, and
relative frequency of within-outside ties. Finding cliques from graph falls under this
technique. Clique percolation method (CPM) [9] allows overlap between the com-
munities. Here, two k-cliques are adjacent if they share k – 1 nodes, and a community
is equivalent to a percolation cluster of k-cliques, in which any k-clique can be
reached from any other k-clique via sequences of k-clique adjacency.
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Group-centric community detection techniques require whole group to satisfy
certain properties. Network-centric community detection techniques partition the
whole network into different disjoint sets. Clustering based on vertex similarity,
latent space models, block model approximation, spectral clustering, and modu-
larity maximization are the approaches of this technique [20].

Hierarchy-centric community detection technique constructs a hierarchical
structure of communities. Girvan–Newman algorithm is one of the widely used
approaches to find hierarchical communities from a given graph data [16]. Initially,
the algorithm considers that all the nodes in a graph are single stand-alone com-
munities. Then, it calculates the modularity between every node pairs and repeat-
edly merges pair of two communities with largest modularity which results in single
community. A scalable community detection approach based on the Girvan–
Newman algorithm using MapReduce framework is described in [6].

In the next section, we discuss clustering social networks using topology dis-
covery (e.g., star, ring, and mesh topologies) [19]. The computed topology scores
are used to determine the extent to which the clusters grow [4].

5 Social Network Clustering—Topology Discovery

Network structure as well as node attributes plays a major role in evaluating the
communities. Discovering network topologies in social networks would provide
tremendous benefits for business applications such as finding key influencers for

Cluster 2 Cluster 1

Cluster 3

Fig. 1 Node clustering
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product campaigning and identifying virtual communities to recommend music
downloads [4]. For example, star topology is useful to find key influencers who can
motivate a large number of people; ring topology would help in determining critical
nodes for data transfer; mesh topology would help in categorizing active commu-
nities/fully connected components which are candidates for promoting new
offers [19].

5.1 Measures in Social Network Analysis

Social network measures such as betweenness, closeness, and degree centrality,
clustering coefficient and eccentricity address various types of roles/connections
that exist among vertices [19]. These measures in social network analysis give a
rough indication of the social power of a vertex based on the pattern in which the
vertices of a network are connected and extensively used directly/indirectly in
developing most of the social network applications. Table 1 gives the mathematical
formulations for these measures.

Betweenness

Betweenness centrality (b) indicates the number of vertices connecting indirectly to
a vertex in the network. That is, it gives the importance of a vertex in retaining
connectivity among distant vertices of the network. A vertex that occurs on many
shortest paths when compared with rest of the vertices would get higher value for
betweenness. Faster algorithms exist which find the betweenness centrality in
feasible time [2].

Table 1 Formulas for
measures in social network
analysis [4]

Measure Formula

Betweenness bðvÞ ¼ P
s2V ;t2V ;s6¼t

rstðvÞ
rst

Closeness
cl sð Þ ¼

P
t2Vns dst
jV j�1

Degree d sð Þ ¼ Nsj j
Clustering coefficient ccðsÞ ¼ 2:Es

Nsj j jNs�1ð Þ
Eccentricity ecc sð Þ ¼ max

t2V
dst

Notations G = (V, E) is an undirected graph, where V denotes a
set of vertices and E a set of edges. est 2 E if there exists an edge
between vertices s and t, where s, t 2 V
The neighborhood of a vertex s is denoted by Ns, where Ns = {t :
est2E}. Es represents the number of connected pairs among all
neighbors of vertex s
σst represents the number of shortest paths from vertex s to vertex
t, where σst(v) represents the number of shortest paths from s to
t which pass through vertex v
dst represents the shortest path distance from s to t
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Closeness

Closeness centrality indicates the efficiency of each vertex (individual) in spreading
information to all the other vertices which are reachable in the network. The closeness
centrality (cl) of vertex v is the average (shortest path) distance from v to any other
vertex in the graph. The smaller the cl, the shorter the average distance from v to other
vertices. That is, the smaller the closeness value, the more closer the vertex is with all
remaining vertices in the network and vice versa. Several algorithms exist which can
compute quickly an approximation for the closeness centrality [3, 7].

Degree

The degree centrality (d) represents the number of edges a vertex has with its
neighbors. It can be defined as the number of vertices Nij j in its neighborhood Ni.

Clustering coefficient

Clustering coefficient indicates how close the neighbors of a vertex are in forming a
clique (complete graph). Higher clustering coefficient of a vertex indicates that all
the neighbors are nearly connected by every possible edge between them. The
clustering coefficient (cc) for a vertex v is given by the ratio of the total links
between the vertices within its neighborhood to the maximum number of links that
could possibly exist between them.

Eccentricity

Eccentricity (e) of a vertex v is the maximum shortest path length that is possible
from v to all its reachable vertices in the network. Therefore, the lesser the
eccentricity, the more the influencing power of a vertex.

The above five measures are considered in [19] to discover star, ring, and mesh
topologies. Note that there also exist several other network centrality measures
(e.g., radius centrality, eigenvalue centrality, and alpha centrality).

5.2 Finding Top Centrality Vertices of a Topology

Clustering algorithm uses top centrality vertices of a topology (i.e., the vertices with
higher topology scores) in order to cluster the network [4]. As the current social
networks have vertices in the order of hundreds of millions and also sparse in
nature, identifying core members of the topology is the key challenge.

The topology scores indicate the membership of a particular vertex in that
topology. These scores are used to identify the potential core members of the
desired topology. Below, we define the formulas for scoring different topologies.

Star topology (S)

The star topology has the most influencing vertex at its center of the network
(Fig. 2a). Typically, the center vertex possesses large degree. As vertices which
connect diverse members, who themselves are not directly connected, are
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interesting, we assign less weight to vertices which connect members who are
directly connected among themselves. The topology score of a vertex v can be
defined as follows:

SscoreðvÞ ¼ bðvÞ � dðvÞ � clðvÞ � 1� ccðvÞ2
h i

Ring topology (R)

The ring network (see Fig. 2b) is useful when the structure of the network is in the
cyclic form. In such a network, each vertex is connected to exactly two other
vertices forming a single continuous pathway, i.e., ring. So, a failure in one of the
core ring network vertices may result in the disruption of the information flow.
Thus, it is critical in some of the applications to identify the core members of the
ring topology to propagate information in a quick and fault-tolerant way. The core
members of the ring topology are the vertices which have the maximum number of
vertices from the same ring as its neighbors. The ring topology score for a vertex
v can be defined as follows:

RscoreðvÞ ¼ eccðvÞ � clðvÞ � d vð Þ2

Mesh topology (M)

The mesh topology is a lattice in the network graph (see Fig. 2c), where each vertex
is connected to all other vertices in the network, thus forming a mesh structure. As
the mesh topology represents a completely connected graph, the mesh topology
score is directly proportional to clustering coefficient, degree, and closeness and
inversely proportional to eccentricity. The mesh topology score of a vertex v can be
defined as follows:

Mscore vð Þ ¼ ccðvÞ � d vð Þ2�clðvÞ
ecc vð Þ2

5.3 Clustering Algorithm to Find Network Topologies [4]

The clustering algorithm first finds the vertices that have the highest topology
scores, and then, treating these points as cluster centers, form the clusters by

(a) (b) (c)

Fig. 2 Topologies. a Star-, b ring-, and c mesh-like structures
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propagating outward and detecting vertices to be included in the associated cluster.
The algorithm is composed of two main steps: edge weight determination and
clustering.

Edge Weight Determination

In the edge weight determination step, the social network in consideration is con-
verted into an undirected weighted graph, where weights of the links between
vertices are calculated with respect to the degree of the interaction between those
vertices.

An example of edge weight calculation for DBLP dataset (http://kdl.cs.umass.
edu/data/dblp/dblp-info.html) is shown in Table 2. In this calculation, we have
assumed that authors can be linked to each other either by coauthoring a paper or by
giving reference to a paper of the other one.

Clustering

In the clustering part, first the topology scores for each node in the undirected
weighted graph are calculated. These scores are used to determine the vertices at the
center of the clusters as well as the boundaries of the clusters. Figure 3 shows the
clustering algorithm. Steps 5 and 6 of the algorithm involve operations on the
neighborhoods of the vertices. The neighborhood of a vertex v (i.e., ne(v)) is
defined as set of vertices, whose distance to v is less than the threshold distance Dv.

Table 2 Formulas for edge weight calculation

Formulas

wC
ij ¼

P
k

dki �dkj
nk�1

wR
ij ¼

0 if
P
k
rkij ¼ 0 ^P

l
rlji ¼ 0P

k
rkijð Þþ1½ � P

l
rljið Þþ1½ �P

k
Rk
ið Þ P

l
Rl
jð Þ otherwise

8><
>:

wij ¼ wC
ij þ wR

ij

Distance between nodes i and j is dij ¼ 1
wij

Notations Let ai and aj be two authors
Wij ¼ the weight of the link between ai and aj
wC
ij ¼ the weight of the link between ai and aj due to coauthorship

wR
ij ¼ the weight of the link between ai and aj due to references

dki ¼
1 if ai is an author of paper k
0 otherwise

�

nk ¼ number of authors of paper k

rkij ¼
1 if ai gives reference to aj in paper k
0 otherwise

�

Rk
i ¼ number of references ai uses in paper k
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Parallel implementations of determining centrality measures and clustering
algorithm using Giraph to support big social graphs can be found in [11].

Experimental Evaluation

The above clustering approach using topology discovery is evaluated on a synthetic
network. Star and mesh topologies are only considered for this study. The
parameters used in this experimentation were selected as follows:

• Dc: selected as the average distance of node c to all other nodes
• h 2 h0 � 0:3; h0 þ 0:3

� �
where h0 is the average clustering coefficient

• T: selected as the topology score at the 10th percentile

A sample sparse graph with 94 nodes and 167 edges is extracted from the
synthetic network. The graph consists of 5 connected components. The results for
star topology are summarized below, and the clusters obtained are shown in Fig. 4.
The six clusters are marked with red color nodes and edges enclosed in dashed
circles.

Fig. 3 Clustering algorithm
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Theta Number of
clusters

Number of
nodes left

Number of
overlap nodes

Number of
total overlaps

Cluster sizes

0.803 6 10 19 19 (6, 30, 4, 11, 2, 50)

Similarly, the results for mesh topology are derived from the same sample
network. The results are summarized as given below:

Theta Number of
clusters

Number of
nodes left

Number of
overlap nodes

Number of
total overlaps

Cluster sizes

0.653 9 7 16 16 (17, 16, 10, 19, 4,
19, 4, 11, 4)

Fig. 4 Six clusters formed using star topology
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6 Social Network Condensation

Social networks are very large, and condensing them is useful to carry out analysis
easier. Densely connected groups, such as meshes or cliques, might constitute good
candidates for simplification of networks. The reason is that tightly connected
groups typically have very homogeneous opinions and share similar traits, thoughts,
preferences, and behaviors. Additionally, such groups possess excellent information
diffusion properties, where new ideas are effectively shared between group mem-
bers. This section provides an approach to merge a subset of mutually connected
nodes in such a way that relationships along with their intensity are preserved.

Figure 5 shows a graph where the nodes encircled have to be merged and
simplified to one virtual node representing the original cluster of vertices. The
cluster merging algorithm is designed in such a way that it gradually selects two
nodes and combines them to a new virtual node. Merging the nodes has to be done
in such a way that associated connections are reflected accordingly, that is, the
relational strength to their neighbors is captured correctly. Figure 6 illustrates an
example of how the node merging process could look like. Nodes of the cluster are
combined and connections updated until there is only one single representative
node left.

In the following, we explain how the connections of a neighboring node have to
be combined and updated, once two adjacent nodes are being merged. The two
nodes X1 and X2 of Fig. 7 are related to one another with strength w12 and have to
be merged to one single virtual node X12. Node Y is adjacent to node X1 and/or X2,
with w1 and w2 indicating the relational strength to the two nodes.

The weight of the resulting edge after the merging process can be symbolized by
a function that combines the weights w1, w1, and w12 of involved edges. The
approach demonstrated here considers the edge weights wi, as probabilities, i.e., the
likelihood that information is exchanged over the respective edge. By considering
all paths from node Y to either node X1 or X2, the joint probability to reach from

Fig. 5 Cluster merging
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node Y to the new virtual node X12 is calculated. There are four paths from node
Y to either node X1 or X2:

PY;X1 ) Y ! X1

PY;X1;X2 ) Y ! X1 ! X2

PY;X2 ) Y ! X2

PY;X2;X1 ) Y ! X2 ! X1

Fig. 6 Cluster merging process

Fig. 7 Node merging process
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The likelihood that information is passed through a path is given as follows:

LY;X1 ¼ w1

LY;X1;X2 ¼ w1w12

LY;X2 ¼ w2

LY;X2;X1 ¼ w2w12

The likelihood that information is passed from node Y to either node X1 or X2 via
any paths is calculated as follows:

f w1;w2;w3ð Þ ¼ 1� 1�w1ð Þ 1� w1w12ð Þ 1�w2ð Þ 1� w2w12ð Þ½ �

Hence, for each node that is directly related to node X1 and/or X2, there is a
straightforward way of aggregating respective edge weights.

Note that in case neighboring node Y only has one connection to either node X1

or X2, the weight wi of the missing edge can simply be set to 0.

7 Text Sentiment Mining

In this section, we discuss an approach for analyzing text sentiment using local
neighborhood generalization for user feedback. We address the problem of eval-
uating and managing sentiments that are coming from social network media
continuously.

Text sentiment is highly subjective to the end-user. A post on a social network
media channel can convey different information to the end-user, depending on the
relevant product, its brand, and potential target customers. This requires the sen-
timent evaluation system to be adaptive to the end-user. Building such a system is a
challenging task where large corpus of posts are present (sometimes in millions and
billions) in the database. The sequence of posts can be treated as streams. These
streams need to be analyzed in a more real-time manner to understand the senti-
ments up to date. Therefore, a mechanism is required to update the sentiment
evaluation system incrementally over time. We present an approach for incorpo-
rating user feedback in sentiment evaluation for a large number of social media
posts. In this direction, a shape-based local neighborhood generalization scheme is
presented, which is simple to implement and effective in reducing time to incor-
porate system update based on user feedback.

7.1 Sentiment Evaluation

Social media is a useful medium to capture customer sentiment on products from
user reviews in various forums. Therefore, sentiment derived from social media
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posts such as Twitter, Facebook, and blogs can be utilized for marketing new
products. Sentiment evaluation system is an important component in several
solutions such a brand management.

Sentiment evaluation from text in social network media has gained significant
interest recently. There are several methods for evaluating sentiment from text data,
which can be broadly classified into (a) rule-based methods and (b) supervised
learning methods. Rule-based methods apply a set of rules on regular expressions
and parts of speech (POS) derived from text to evaluate sentiment. The supervised
learning methods use sample posts annotated with associated sentiment for training
a single or ensemble of classifiers. A new post is then classified based on its
characteristic sentiment. We have considered posts with two kinds of sentiments,
positive and negative (indicated by + and ?, respectively). A post can also be devoid
of any sentiment value (indicated by NO).

Sentiment evaluation is highly subjective to the end-user of the system and
therefore can impact the marketing strategy implemented by an enterprise. A
mechanism is required to update the system over a period of time subjective to the
end-user. User feedback on the sentiment evaluated for a post can be used for
retraining the system. Retraining the entire sentiment evaluation system can be
challenging when there are a large number of posts available in the database. This
may be impractical in terms of system responsiveness, as a result adversely
affecting its usefulness. Complexity of retraining also increases when the number of
user feedbacks received is not sufficient for retraining the entire system.

Below, we present a simple to implement, yet effective approach, for incre-
mentally updating sentiment evaluation based on user feedback (Fig. 8). This
scheme triggers a system update in real time on every occasion a user feedback on a
post is received. An interface is available to the user to accept or reject the senti-
ment against each post. On rejection, a post with negative sentiment is considered to
exhibit positive sentiment and vice versa. A shape-based local neighborhood
generalization scheme is used to handle the growing number of posts over time.
The end-user is provided better control on the way sentiment is evaluated by
sentiment evaluation system in real time. We also illustrate a workflow to extract

Fig. 8 User feedback-driven
sentiment evaluation system
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sentiment data from Web posts and use it for deriving necessary trends and
inferences relating to the commercial offering such as brand management.

Incorporating user feedback in sentiment classification and retrieval problems
has been addressed by methods focusing on concept drift and active learning
schemes. These methods address the issue of subjectivity of sentiment evaluation
depending on the end-user and change of sentiment associated with a post with
respect to time, also known as concept drift.

Active Learning

Active learning is useful to build a corpus from a large set of posts. It provides a
framework for strategically selecting posts in the feature space such that few labeled
posts are required for training a classifier.

Active learning can be used to incorporate user feedback on selected posts for
retaining the sentiment evaluation system. A post for which the sentiment classifier
is most uncertain is first sent to the user for their feedback. Once required feedback
is recorded, it can be used by the next classification model to reclassify all the
available posts. A problem with such an approach is that it requires reclassification
of all the posts before any meaningful analysis can be performed on the sentiment
values. Reclassification of a large set of posts cannot be performed online as the
classifier will not scale up. Also, selection of data points for active learning by the
user requires a minimum set of samples depending on the dataset before any change
in the classification model can be performed. Rather than recording change in the
system based on each user feedback, the task of providing feedback is forced upon
the end-user till necessary data points are accumulated.

Concept Drift

Sentiment associated with a post may change over a period of time. It can be due to
a change in the sentiment of key terms in the topic of the post. Concept drift is
particularly relevant in the classification of online news content where the per-
ception for news can change over time. For example, in brand management, con-
cept drift can occur with respect to changing perception of the brand manager for a
given topic depending on the market. This can affect the relevance of metrics
derived from posts if the change in user perception is not incorporated immediately
in the system. Usually, methods for handling concept drift require relabeling of
some or all of the previously classified posts or expect new data samples for
retraining the sentiment evaluation system. Few systems even depend on alternate
and less accessible information such as user bias to detect sentiment. Such methods
typically expect the system update to wait for sufficient new annotated samples
before a change can be affected in sentiment evaluation. Rather, a scheme is
required that can handle online update in sentiment evaluation as and when user
feedback is provided, so that useful metrics can be derived by brand manager in real
time. Such an approach should be scalable and performed in real time and should
incrementally update the sentiment evaluation system.

Below, we present an approach for incorporating user feedback in sentiment
evaluation for a large number of social media posts. In addition to updating the
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(positive, negative, neutral) sentiment for the query document, a local neighbor-
hood generalization is also applied to neighboring posts.

7.2 Consumer Sentiment from Web

There is dramatic change in the way people express their opinions on the Web.
Accessibility, ease of use, and to a certain extent anonymity have bolstered the
growth of Web content related to people’s views and opinions on popular products
and services available to them. Reviews on Web pages, blogs, and tweets are few of
the informal ways of sharing opinions where sentiment of the user regarding
products and services is available. Identifying opinions and related information
from natural language text is known as sentiment analysis. There are several
challenges in natural language processing (NLP)-based sentiment classification
including POS identification, handling negative statements and slang [14]. Given
the informal nature of Web-based posts, the presence of highly informal words and
abbreviations which are not available in the standard language is very common.
Other conventional Web content such as emails, instant messaging, weblogs, and
chat rooms also provide rich resource for monitoring the sentiment of the users
online for devising quick marketing strategies.

There is abundance of techniques for sentiment classification from text using
NLP-based techniques (e.g., [14]). A Web document may contain a mixture of
positive and negative opinions about the subject. Based on this, there are several
levels of sentiment analysis, which may be performed on the document. Analysis at
word level determines the sentiment of a word or a phrase, whereas sentence or
document level methods identify dominant sentiment of a sentence or documents.
We focus on implementing these sentiment analysis methods on Web data, which
come in many forms and are available mostly in unstructured formats.

Figure 9 shows the workflow for capturing, cleaning, and extracting sentiment
information from Web documents. Data capture is performed using Web crawlers
and specific application interfaces on channels such as blogs, market research
reports, emails, Twitter, and social media. All posts are not equally relevant, and at

Fig. 9 Workflow for sentiment extraction and analysis from web data (such as review comments,
blogs, and tweets)
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the same time, some posts may not relate to specific product or service in question.
Therefore, crawled data from the Web is cleaned based on the relevance to the
subject in question and converted to structured/semistructured formats using vari-
ous NLP techniques.

Sentiment analysis on the cleansed data is performed to categorize each instance
of Web data as containing positive, negative, or neutral sentiment regarding the
product or service. This sentiment-related information is used by the enterprise
systems to derive useful inference and is employed by end-users for devising
marketing strategies. Each instance of Web data is generally referred as a post in
this work and is represented as a point in the feature space as illustrated in Fig. 10.
The end-user (e.g., brand manager) of the system analyzes findings discovered from
Web sentiment data in the form of dashboard illustrated as graphs, pie charts, and
bar charts. Effective visualizations on dashboards allow drilling down the data and
quickly generate data maps for analysis at various levels. Such analysis provides
opportunities to correlate information from enterprise-structured data with respect
to informal data sources such as Web posts and identify trends in sentiment. Such
analysis presumes the effectiveness of sentiment extraction from Web posts. Given
the challenges in performing sentiment extraction from complex and unstructured
Web data, it is practical to assume that result of automatic sentiment classification
will require user feedback from time to time to achieve realistic inferences. Local
shape generalization for capturing feedback provides an effective means to record
the user feedback quickly and at the same time ensures that its impact is not
restricted locally (see Sect. 7.3).

We now look into local shape generalization approach for capturing user feed-
back on sentiment data in detail.

Fig. 10 Local update: updating post sentiment in feature space
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7.3 Local Shape Generalization

Retraining the sentiment evaluation system can be an off-line or online action. Since
update based on user feedback is an expensive task, off-line update is performed
when the system is idle. In the online update, sentiment evaluation system is
updated immediately after the user feedback is performed. This can be an expensive
task as the number of posts in the system could be fairly large. Therefore, the logic
for such an update should not affect the responsiveness of the system. We perform
online update using a local neighborhood analysis scheme.

7.3.1 Local Update

The impact of feedback on the system on performing local update should be con-
figurable by the end-user. Every post in the corpus of posts can be observed as a
point in a multidimensional orthogonal numerical feature space (see Fig. 10).

Each dimension corresponds to a feature used for describing the post and is
comprised of word frequency, POS frequency, co-occurrence frequency, Web site
impact metric, user impact metric, word length of post, and word distance. A useful
subset of these features can be used to describe each post in the feature space based
on the business domain/end-user. Position of a post with negative/positive user
feedback on sentiment is identified in this feature space (denoted as a feature
vector).

One possibility is to update sentiment corresponding to the post with feedback in
the database. A rule can be created based on this update for the range of feature
values corresponding to the post (see Fig. 10, left). A new post with the similar
numerical features will be classified with the correct sentiment based on user
feedback. Instead of a single update, user can also select a neighborhood around the
post with feedback in order to influence the sentiment of nearby posts. Posts in the
neighborhood of a given post are highly likely to exhibit similar sentiment.
Therefore, in the second method, a neighborhood operation is performed in the
feature space around the post where feedback is received. Sentiments of the
neighboring posts are updated based on this feedback (see Fig. 10, right). A rule is
created to update post sentiment between the ranges of feature values based on the
neighborhood selected. Any new post falling in this range of feature values will be
assigned respective sentiment. Various kernels in feature space can be used to
represent the neighborhood.

7.3.2 Kernels in Feature Space

The local update using neighborhood analysis is performed using one of the fol-
lowing three structures: n-dimensional ellipsoid, n-dimensional spheroid, and n-
dimensional rectangle. Representative two-dimensional shapes are shown in
Fig. 11. End-user can select any of these shapes to represent the neighborhood
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shape and size. Size of the neighborhood can be defined by the following equations.
Here, fi corresponds to ith feature values for the post with user feedback, n is the
number of dimensions, and Ki is a user-defined threshold on ith dimension,
0 < Ki ≤ 1, and 1 ≤ i ≤ n.

Radius of n-dimensional spheroid (R) is

R ¼ 1
2n

Xn
i¼1

KiðjmaxðfnÞ �minðfnÞjÞ

Axis lengths for n-dimensional ellipsoid are

A1 ¼ K1jmaxðf1Þ �minðf1Þj
A2 ¼ K2jmaxðf2Þ �minðf2Þj
An ¼ KnjmaxðfnÞ �minðfnÞj

Side lengths for n-dimensional rectangle are

L1 ¼ K1jmaxðf1Þ �minðf1Þj
L2 ¼ K2jmaxðf2Þ �minðf2Þj
. . .

Ln ¼ KnjmaxðfnÞ �minðfnÞj

Here, size of the kernel is controlled based on the distribution of existing posts in
the feature space. Ki is large when feedback has a high weight and vice versa. User
can also set a limit on the maximum number of records that can be modified while
specifying Ki.

Different dimensions in the feature space may be treated very differently for
reacting to a particular user feedback. This can be achieved by optimizing the
thresholds based on the importance of the features using the generalized shape
kernels. Each threshold can be assigned the same value if each of the features is
expected to contribute equally toward the evaluation of sentiment.

Fig. 11 Representative two-dimensional kernels
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7.3.3 User Feedback on Neighborhood Updates

The end-user can also accept or reject the local neighborhood update performed
after the initial feedback. A graphical user interface is provided for this feature
where each updated post in the neighborhood and its new sentiment is displayed.
Depending on the feedback on local update, the neighborhood size (kernel size)
used for initial local update is modified. A representative rectangular kernel in
feature space with two feedback points (posts) is shown in Fig. 12. Note that the
local neighborhood is modified to accommodate the rejections by the end-user. The
rule set on feature values is updated accordingly.

7.4 Experimental Results and Discussion

The effectiveness of local neighborhood updates in place of performing a global
update is described in [4]. A representative n-dimensional dataset containing 1000
feature vectors is used with n = 5. Each feature vector in the dataset represents a
post. Features generated randomly using a normal distribution where feature values
range between [0–1]. Comparison of global and local updates is performed using a
k-nearest neighbor (k-NN) sentiment classifier. k-NN classifier has been tradi-
tionally used in information retrieval and also used for several text sentiment
classification works [17]. Training set for sentiment classification is derived from
the dataset containing 20 % of records. All feature vectors in the training set are
randomly assigned positive and negative sentiments as class labels. The remaining
records in the dataset are treated as the test set and are updated using k-NN classifier
with k = 3 for simplicity. Test set is presented to the user for recording the feedback.

Local updates are performed for each feedback received by the user on the test
set. An n-dimensional spheroid is used in the experiments. The configurable
neighborhood size, R = 0.05, is used such that only a small neighborhood is updated
around each post where the user feedback is received.

The first experiment is performed to study the effect of user feedback on local
and global updates. User feedback is recorded on a predetermined percentage of the
test dataset. Posts with feedback are used for retraining the sentiment classifier
(global update). Both local and global updates are performed based on recorded

Fig. 12 Updating kernel parameters based on user rejections in local update
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user feedback. Accuracy of local update is determined as the percentage of updated
posts with matching sentiment value as global update.

Figure 13 shows the trend of accuracy with increasing percentage of annotated
posts in 4 trials. Each trial is performed to represent a different user updating the
sentiment for a percentage of posts. In trial-1 sentiments for 1–5 % of posts are
changed. Successively, in 2nd, 3rd and 4th trials, sentiments for 1-10%, 1-15% and
1-20% of posts are changed. We can observe that as the percentage of feedback is
increased, the results of local updates and global updates have better match for
sentiment. This increasing trend of matching post sentiment is apparent till around
12 % of posts are annotated through user feedback.

Low matching accuracy is observed initially as only a small percentage of posts
have update sentiment value as a result of local update. A maximum accuracy of
64 % is observed. A decreasing/stable trend in matching post sentiments is noted
with increasing number of feedbacks. Therefore, it may be desirable to rely on
global update for sentiment classification after at least 12 % posts are annotated by
the user for the dataset under consideration.

The second experiment is conducted to observe the effect of increasing
dimensionality of features on the performance of local update. Table 3 lists the
maximum accuracy of sentiment match with a different feature length for posts. We
can observe that feature length is not a significant factor in deciding the post
sentiment when using the local update. Both the experiments used an n-dimensional
spheroid for local update where equal weight is assigned to each feature dimension
during update. It may be desirable to use other kernels if the user considers some
features more useful than the others in deciding sentiment of posts.

Fig. 13 Percentage of matching posts with increasing annotation (feedback)

Table 3 % of matching posts with increasing feature length

Feature length 10 20 30

Annotated (%) 12 12 12

Max. accuracy (%) 63 64 66
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This presented feedback-based system for sentiment analysis can be used to
analyze the user sentiments. Our approach enables the sentiment evaluation system
to evolve over a period of time based on user feedback. It also enables sentiment
evaluation to be customized for the end-user in real time without impacting the
responsiveness of the system.

Unlike single or global system updates, local neighborhood generalization pro-
vides a scalable framework to incorporate feedback in real time with manageable
effect on classification accuracy of sentiment. Given the size of Web data available in
the form of posts, such a framework is of high significance. Local kernel shapes
allow users to dynamically update significance of various features while providing
feedback. The user, for various features, can follow both equal and biased approach
of weightage with different kernels. While multidimensional kernels of spherical,
rectangular, and elliptical shapes result in symmetrical update of the neighborhood,
asymmetrical kernels can be explored for local neighborhood generalization.

8 Big Data Mining and Analysis Tools

Big Data mining is the process extracting useful information from complex and
extremely large datasets of Big Data scale [8]. Traditional data mining tools are not
scalable to support Big Data due to its characteristics such as volume, variety,
variability, and velocity. Recently, there are several emerging data mining tools that
support Big Data analytics. Below are few open source tools:

Mahout (http://mahout.apache.org)

Apache Mahout is a Hadoop-based scalable machine learning and data mining tool.
It supports various data mining techniques including association rule mining,
classification, and clustering and also supports recommendation techniques. Most
of the Mahout implementations are enabled by MapReduce computing paradigm.

R (http://www.R-project.org)

R is a statistical computing and visualization tool mainly designed for large datasets
for statistical analysis. R has number of libraries which can enable building a
powerful Big Data mining solutions. R was initially developed at the University of
Auckland, New Zealand, by Ross Ihaka and Robert Gentleman in 1993, and later a
core group is formed for development and releasing new versions of R [18].

Massive Online Analysis (http://moa.cms.waikato.ac.nz/)

Massive Online Analysis (MOA) is an open source analytics framework for data
stream mining. It is mainly designed based on concept drift and real-time analysis
of Big Data streams. MOA supports scalable and distributed machine learning
algorithms for a wide variety of techniques such as classification, outlier detection,
clustering, frequent pattern mining, regression, change detection, and recommen-
dation [1].
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MOA is written Java and can be interconnected with WEKA (the Waikato
Environment for Knowledge Analysis), which is popular open source data mining
tool.

GIRAPH (https://giraph.apache.org/)

In MapReduce programming model for analyzing graphs, for each job, output is
written to disk, and for new job, graph is again loaded into the memory. This
loading of graph every time a job is started is an overhead for large graphs. To
avoid such overheads, a new parallel computing platform namely GIRAPH.
GIRAPH is an alternative to MapReduce for easy graph analysis.

GIRAPH is introduced by Apache, which suits very well for large graph
applications. It provides more intuitive application programming interface to deal
with graph problems.

GraphLab (https://dato.com/products/create/open_source.html)

GraphLab, another alternative to MapReduce implementations, is a high-perfor-
mance distributed computing platform for processing large graph data. It provides
parallel implementations of various machine learning algorithms and suitable for
Map operations that characterize overlapping, iterative, and dependent computa-
tions. That is, GraphLab bridges between high-level MapReduce abstractions and
their implementations into low-level parallel constructs.

GraphLab project developed in C++. It was initiated at Carnegie Mellon
University by Carlos Guestrin in 2009 [13].

Pegasus (http://www.cs.cmu.edu/*pegasus/)

Pegasus is a peta-scale distributed data processing platform that supports big graph
mining algorithms such as PageRank, Random Walk with Restart (RWR), diameter
estimation, connected components, and eigensolver. Pegasus project is built at
Carnegie Mellon University, and the software is developed in Java using
MapReduce on top of Hadoop platform [12].

9 Summary

This chapter introduces the basic intuition of Big Data search and mining.
“MapReduce” is a programming model for processing parallelizable problems
across huge datasets using a large number of computers, collectively referred to as a
cluster. We presented MapReduce implementations for matrix-vector multiplication
and k-means clustering algorithm. Then, we studied community detection
approaches and social network clustering based on various topologies such as star,
ring, and mesh and also described a method for condensing social networks to
support Big Data mining more effectively. We also discussed about handling
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sentiment streams that arrive continuously by developing a shape-based local
neighborhood generalization scheme. Finally, we provided few open source tools
that support Big Data mining.

Exercises

1. Define (a) Big Data search and (b) Big Data mining
2. What type of intermediate data does MapReduce store? Where does

MapReduce store them?
3. Write Mapper and Reducer functions for k-means clustering algorithm.
4. Give the algorithm to find the page ranking.
5. List ideas to improve/tune (existing) text processing and mining approaches to

support big data scale.
6. (a) Explain the significance of social networks and their role in the context of

Big Data.
(b) List challenges of Big Data in supporting social network analytics and
discuss approaches to handle them with justification.

7. How the centrality measures and structure of the social networks are useful in
analyzing social networks.

8. What is community detection? Discuss various community detection
approaches.

9. Explain social network clustering algorithm (using topology discovery) that
allows overlap clusters.

10. Explain the concepts of active learning and concept drift. How these concepts
are useful for big data search and mining.

11. What is sentiment mining? Describe an approach for extracting sentiments from
a given text with examples.

12. Develop a suitable architecture for supporting real-time sentiment mining and
discuss their components.

13. List open source tools and their characteristics to perform Big Data analytics.
14. Discuss various alternative mechanisms to MapReduce along with their merits
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Security and Privacy of Big Data

Sithu D. Sudarsan, Raoul P. Jetley and Srini Ramaswamy

Abstract Big data, with its diversity (voice, video, structured and unstructured),
has brought in unique challenges to security and privacy due to its shear scale. They
are expected to be distributed, cloud-based and hosted by service providers.
Security challenges in terms of cryptography, log/event analysis, intrusion detec-
tion/prevention, and access control have taken a new dimension. Privacy of online
and cloud data is being addressed by governments, researchers, policy makers, as
well as professional/standards bodies. The book chapter would cover challenges,
possible technologies, initiatives by stakeholders and emerging trends with respect
to Security and Privacy.

Keywords Security � Privacy � Big data � Cloud � Internet of things (IOT) �
Anonymity � Critical information infrastructure (CII) � Confidentiality � Integrity �
Availablity � Online privacy � Offline privacy

1 Introduction

Data security and privacy issues are no strangers to us. What is it that makes “big
data” security and privacy different? And, why do we need to have a dedicated
chapter on this? Just as a kingdom and an empire have different characteristics and
need to be governed with different strategies, even though it is all about adminis-
tering the land with its resources and inhabitants, big data differs in its character-
istics from traditional data which warrants a detailed discussion.
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Security mechanisms to safeguard data of a given type, say voice or email, have
reached a level of maturity, and one can talk about accepted common practice or
best practices. Here, in big data, we are dealing with possibly a diverse set of data
ranging from voice, video, images, and structured as well as unstructured text. Even
in the absence of scale, accepted security mechanisms for such diverse data do not
exist today. Similar to the kingdoms in an empire, where each kingdom will have its
own law, sometimes in conflict with another kingdom within the same empire,
security, and privacy requirements of specific data within a big data need not be
same but could be even at loggerheads.

Data storage mechanisms, till recently, were based on normalization, codifica-
tion, extraction, and so on. The underlying criteria were based on high cost of
storage and transport which were true to the technology of twentieth century. With
time, practices based on these criteria have become the norm. In today’s world, the
cost of storage is close to zero and availability of connectivity is a foregone con-
clusion. We are now looking at data being stored as they are created, with sufficient
redundancy to ensure availability in a distributed way. Obviously, the security
mechanisms that were relevant to normalized single point storage do not suffice for
distributed and redundant storage. A summary of key considerations of the past as
against the emerging trends is provided in Table 1.

Cloud provides resources on demand and at least, in theory, expected to be fully
elastic. Elasticity implies elimination of resource constraints in terms of platform,
software, and infrastructure. In the absence of resource constraints, availability is
improved through redundancy. While redundant resources increase the availability,
they throw additional challenges to confidentiality and integrity. Even if confidenti-
ality is managed, handling integrity withmultiple copies is a challenge as all the copies
need to be in sync. Cloud is also expected to involve third-party providers, perhaps

Table 1 Design considerations of past and future

Criterion Waning (past) Emerging (futuristic)

Storage cost High. Minimize data by extraction,
encoding, and normalizing

Close to zero. Retain as much
source data as possible

Storage security Uncommon. Mostly physical access
control. Once accessed, entire file
system is accessible. Granular secure
storage only on need basis

Secure and safe storage is expected
by default. Strong logical access
control mechanisms

Communication
cost

High Connectivity is a given and cost is
close to zero

Communication
security

Optional. Security using crypto
algorithms only when needed

Default, e.g., IPv6

Computation Limitations due to single core and
serial algorithms

Multi-core is default and
advantages of parallel algorithms

Accessibility From a single access point with
optional backup access/redundancy

From multiple access points and as
much redundancy as possible

Data
synchronization/
integrity

As provided by the storage provider.
Explicit mechanisms needed only if
backup/redundancy storage exists

Challenge to be addressed due to
redundant multiple copies
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except for few fully owned private clouds. Security while dealing with third-party at a
global level is another challenge. To achieve scale and redundancy, use of cloud as
well as service providers have become imperative. Security and privacy issues
applicable to cloud are thus very relevant and part and parcel of handling big data.

Internet of things (IoT) enables any device to be able to connect any other device
using the internet. To highlight any device aspect, “internet of everything” is also
used. At the same time, to specifically support industrial devices, “industrial IoT” is
used. Irrespective of the universalization or restriction, IoT is a key ingredient of the
upcoming industrial revolution “industry 4.0.” This revolution promises seamless
communication across any and every connected device. Each physical device has
corresponding cyber device ensuring cyber-physical system in the true sense. IoT is
a delight to research and business community at large with the need for new
protocols, security solutions, applications, products, and systems. Many of the IoT
proponents expect every device to be uniquely identifiable, which is fast tracking
IPv6 adoption. The current transition is reflected in the increasing support for dual
IP stack, which supports both IPv4 and IPv6. The presence of dual stack is a
security challenge starting from the limitations of traditional firewalls to intrusion
detection systems. If new communication protocols are added to the mix, security
challenge compounds multifold.

Cloud and IoT along with other factors are catapulting the amount of data, and we
have “big data” to deal with. Early database designers had to deal with the high cost
of storage and communication. They went to the extent of not just storing only basic
data but also encoded and normalized them to have the least amount of storage. This
also ensured that only necessary data were transmitted and information was derived
from this data as computation was considered relatively inexpensive. This also
augured well for security practitioners since confidentiality was achieved typically
with access control and cryptography, while integrity was achieved with error
checking mechanisms. The key challenge was to ensure the availability as data were
stored only at one location in a secure way. Later, backup and standby systems came
up as the cost of storage and communication reduced over time. With ability to
provide elastic storage with as much redundancy as needed, cloud has changed the
very assumptions of security practitioners. IoT-enabled devices would generate and
transmit so much data that security issues as well as managing the life cycle of those
data are other dimensions that need to be addressed.

As devices become part of the cyber world with cloud and IoT, the criticality of
cyber security takes another dimension. During cyber-attack, cyber-physical sys-
tems by their very nature create damages both in cyber as well as physical world.
This is very important to understand, since in typical IT systems, cyber-attacks
seldom cause physical damage. One can compare the effects of cyber-attack on a
laptop to that of a surgical robot or an automobile resulting in their malfunction.

Yet another aspect of big data is about the nature of data itself. Often one hears
about the quality of data, and efforts are made to get clean data. In fact, if the data
are not clean or as per the quality requirements, they tend to be rejected. Redundant
data are ignored. Any copy of the data is only for the purpose of backup and
disaster recovery. However, with big data, one expects any data and every data to
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be stored. Redundancy is expected to improve the availability. One may appreciate
the challenge of keeping the integrity of data and synchronizing multiple copies.

Security has traditionally focused on confidentiality, integrity, and availability
(CIA) in descending order of importance. Confidentiality has been handled using
access control mechanisms and cryptography. Integrity is achieved using signa-
tures, digests, and error detecting/correcting codes. Availability is managed with
redundant communication links and standby storage systems. With big data and
cyber-physical systems, the current practice of decreasing order of importance of
CIA is unlikely to hold water.

To summarize, the emergence of cloud and IoT and the resultant big data brings in
new security dimensions and paradigms. Challenges from cloud architecture to third-
party reliance to making every device uniquely identifiable in the cyber-physical
domain to big data security and analytics are all there. Exciting times ahead!

2 Security Versus Privacy

Security and privacy seem to be at loggerheads at all times and is a highly debated
subject for quite sometime among researchers and lawmakers. One of the important
reasons for this inconclusive debate is the subjective nature of the definitions
attributed to these terms. Security aims to reduce risk. To reduce risk, specific
information about a resource is often called for. As soon as the resource is related to
entities such as individuals and corporates, privacy concerns creep in. One way this
issue is typically addressed is by anonymizing data.

Yet with big data if at all anonymity can be provided has become a question
mark. We do have standing examples of using anonymized data and yet identify

Fig. 1 Effect of big data on privacy and security
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individuals with certainty. As early as in 2002, Latanya Sweeney was able to
correlate data from the Group Insurance Commission (GIC) and voter registration
list for the city of Cambridge to identify Massachusetts Governor Weld unam-
biguously [1]. In this case, the GIC data had personally identifiable information
(PII) removed and yet it was possible to recover by correlating two different data
sets made available for good reasons. With big data, we are going to have several
such data sets that could be correlated and hence ensuring privacy, while enabling
security is going to be one of the grand challenges to mankind. As we access more
and more data sets, then privacy keeps losing its place, while anonymity also
becomes questionable with security becoming the lone criteria as depicted in Fig. 1.
As it stands today, unless new ways of preserving PII are found, we are staring at a
world where there is no such thing as privacy.

3 Security

Security incidents happen when risk materializes. Risk is the chance of occurrence
of hazard. Corollary is that only when all potential hazards and their chances of
occurrence are known will it be possible to provide mitigation to avoid/handle the
risk resulting in appropriate security. However, it is often not possible to identify all
possible hazards. Secondly, even if certain hazards are known, mitigation may not
be possible or feasible. Further, hazards themselves are not constant and set in
stone. They keep changing with time and situation. This cannot be more true than in
the connected internet world.

A system is considered secure when it satisfies the requirements of CIA. This is
not, of course, the only measure. Another popular measure is based on the privacy,
authentication, integrity, and non-repudiation also known as PAIN.

Availability and the resultant accessibility are to be taken seriously. Open
Security Foundation1 reports that while 58 % of data loss events involving PII is by
outsiders, the rest 42 % is by insiders including 19 % accidentally. As much as
31 % of data loss is attributed to hackers over the last decade; however, in 2013,
this went up to 47 %. While these data are based on reported incidents in USA, the
rest of the world cannot turn a blind eye.

3.1 Big Data Security in IT

Information system security is commonly referred as IT security the scope of which
includes several sectors such as business, finance, and banking. Confidentiality of
data is of prime importance here. In case of a pharmaceutical industry, formula of a

1http://www.datalossdb.org.
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specific drug could be a trade secret. In case of banking sector, customer data is to be
protected and several laws enforce such a requirement. Espionage is one of the key
threats to security, and elaborate studies have been made on this subject. System-
level security policies specifically address this issue. With the advent of big data, as
we increase availability, the number of ways in which espionage attempts could be
made increases by orders of magnitude. Integrity of information is another aspect to
be addressed. Several security mechanisms are in place including hash and signature.
Yet another important characteristic in case of transactions is non-repudiation. Non-
repudiation is a property that ensures that the owner or sender of the information
cannot dispute it later. Even defense information systems have similar requirements
in a stricter way. In this case, secrecy is supreme which keeps the adversary guessing
and when needed provides the “surprise” element, so often decisive.

So much water has flown in case of IT security that not only we have the best
practices, but also we have several standards and certifications such as Federal
Information Processing Standards (popularly known as FIPS), ISO/IEC 27001
information security management system, ISO/IEC 15408 (popularly known as
“Common Criteria”), Control Objectives for Information and related Technology
(COBIT), and Information Technology Information Library (ITIL). However, as
big data comes in, these standards need to be upgraded to handle the scale and
complexity.

3.2 Big Data Security in Critical Infrastructure

Importance of critical infrastructure has gained traction over the years, and several
countries have taken explicit steps to protect them. For our discussion, critical
information infrastructure (CII) part of the critical infrastructure is particularly
interesting, and big data has important ramifications as one looks to protect CII.
Identification and definition of “critical infrastructure” has varied from country to
country. Certain sectors such as banking and finance, energy/electricity, transpor-
tation, and health services are common across several countries. A handbook by
ETH covering CII and its protection was published almost a decade ago [2].
Defense has always been a critical sector, and while some countries protect it
discreetly, other countries make it part of critical infrastructure. When it comes to
infrastructure, the biggest challenge is not confidentiality but availability. In fact,
confidentiality may not be an issue at all. As a case in point, if we take a passenger
reservation system, the most important requirement would be availability. Same
thing could be said about the availability of a grid supplying electricity.

For long CII was protected by not connecting it to public internet. Where such a
connection became essential, air gap and other mechanisms were put in place to
address security requirements. Those days are now receding past and more and
more CII is accessible from public internet. This has added to the data volume. Yet
another important factor is the digitization of data collection. For example, manual
metering of electricity usage is giving way to automatic/smart meters. The metering
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information, instead of being maintained and processed locally, is becoming part of
a large data repository and processed in some form of centralized or clustered
manner. This enables consolidation, trend analysis, and various types of report
generation. At the same time, availability of such information also enables vested
interests to play with, for example, pricing based on demand and create artificial
shortage or surplus. Hence, securing the big data is a key aspect as we become more
“smart” with smart home, smart plant, smart appliance, etc.

In contrast to IT system standards that focused on security, CII standards focused
on safety and availability. Commonly referred as industrial control protocols, e.g.,
IEC 618502 and Modbus/TCP,3 a closer study clearly indicates that safety and
timing issues are addressed and traditional security is outside the scope of these
protocols. Several industrial control protocols are currently under revision which
will address some of the security issues. However, existence of legacy systems and
backward compatibility requirements are the challenges to overcome.

Another way of looking at CII is that they are in one way or another cyber-
physical systems (CPS). This distinction and understanding is critical from security
point of view as a compromise and security incident of an IT system results in
information disclosure or financial loss, whereas in case of CII the result could be
physical as well as financial. For example, security issues related to implantable
medical devices are outlined in [3].

A quick comparison of IT systems and CII systems is depicted in Table 2. From a
security point of view, the order of CIA requirements is in the opposite order. As an
example, confidentiality is perhaps the most important characteristic in a business
tender, while availability takes the top priority in case of a defibrillator during a
medical emergency. Integrity remains at the center. Figure 2 provides a pictorial view
of confidentiality versus availability across different types of systems. As far as
hardware and application types go, IT systems typically prefer general purpose,
commercial off the shelf solutions to keep the cost low and avoid vendor lock-in.
However, for CII systems, special purpose hardware and industrial-type systems are
used that are tailor made for specific applications. For example, the mission computer
in a space application and a single board computer in a submarine will have different

Table 2 Comparison of IT and CII systems

Criterion IT system CII

Priority of security
requirement

Confidentiality, integrity,
and availability (CIA)

Availability, integrity, and
confidentiality (AIC)

Application type General purpose; can also be used
for special purpose

Special purpose

Attack surface Reasonably well understood;
public

Not very well understood;
not public

Security awareness Openly discussed Opaque

2http://www.iec.ch/smartgrid/standards/.
3http://www.modbus.org/.
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requirements and are designed specifically based on the use case. General purpose
solutions do not fit the bill here. Attack surface and attacker characteristics are
reasonably well understood and documented for IT systems. Also, being non-mission
critical, public declaration of vulnerability and patching them within a reasonable
time frame is an accepted norm. However, for CII systems, due to the strategic nature,
attacks are not disclosed. When they do become public, the system will become non-
operational till the same gets fixed. For example, if a vulnerability resulting in
potential brake failure in an automobile is discovered, then no vehicle owner will
drive that type of vehicle till it is fixed to the satisfaction of the user. This also forces
the vendor to work behind the doors and come up with a fix to deliver, possibly
without even disclosing the real reason for delivering the fix. This restricts pooling in
of resources. However, of late just like CERT4 advisory for general purpose IT
systems, ICS-CERT5 for industrial control systems has become active. Hopefully,
the benefit of community effort and pooling together of resources will happen.

3.3 Confidentiality

Confidentiality is the most discussed topic when it comes to data security. It implies
placing a set of rules or restrictions with the aim of limiting access to the data in
question. Confidentiality is hence achieved through access control mechanisms.
While confidentiality relates to any type of data, if the same is associated with PII,
then this may be referred as privacy.

Fig. 2 Generalized view of confidentiality versus availability needs

4http://www.cert.org/.
5https://ics-cert.us-cert.gov/.
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Traditional security mechanisms have relied based on restricting data access in
one or more of the following ways as required:

• Store data in plain text, but use cryptographic techniques during transmission for
security. Here, the assumption is that the data in transit is vulnerable.

• Store data in plain text, but some authentication is needed to access. Password
protected files fall under this category.

• Store data in an encrypted way and decrypt whenever access is required, often
used in portable devices.

The mechanism used to implement confidentiality services is usually referred as
authentication, authorization, and access control (AAA). Authentication refers to
the establishment of user identity. Authorization refers to determining the resources
that the authenticated user can or cannot have access to. Access control is the
process of enforcing access permissions to authorized resources while restricting
access to other resources. Such an access control could be with additional con-
straints such as time of the day or IP address from which connection is made.

Use of passwords for authentication has proven to be futile in most cases.6

Multifactor authentication is recommended but with caveats.7 For example, com-
promising point of sale units is highlighted in [4].

With the quantity of data going northwards and redundancy becoming the norm
rather than exception, access control is a daunting task. Parts of data are likely to be
provided with anonymity, security, privacy as well as public in any repository. The
amount of anonymization or sanitation that is needed mandates development of
automated and intelligent tools. To address access control during transit, IPv6 has
some kind of encryption as part of the protocol as against IPv4 which does not care
about it. Of course, IPv4 was designed with the idea enable sharing and IPv6 aims
at secure sharing.

Crypto algorithms have become synonymous with confidentiality. The strength
of crypto algorithms has relied on key strength and difficulties in brute forcing to
break them. However, analysts agree that it is possible to decrypt any encrypted
message given sufficient samples. Big data just does that—provide sufficient,
perhaps more than sufficient samples.

3.4 Integrity

Integrity implies trust. In terms of security, it means that the data did not get
modified and is the same as the time at which it was created/edited by authorized
entities. This could be source data or a result of certain calculation or editing in an
authorized manner. Integrity also implies consistency of data across multiple

6http://www.hongkiat.com/blog/keeping-online-data-safe/.
7http://www.asd.gov.au/publications/csocprotect/multi_factor_authentication.htm.
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copies. While in paper world, original or authenticated copy is used to confirm
integrity of any new copy, in cyber world finding the origin of data itself is a
challenge.

Data integrity issues could occur because of one or more of the following:

• Hardware errors,
• Software errors,
• Intrusions, and
• User errors

Preserving data integrity is an issue with storage mechanisms themselves and
several tools such as fsck utility in Unix operating system. At a file system level,
transactional file system could help [5]. They help identify data corruption. If we
consider a distributed file system such as the Google File System [6], then it
employs a checksum-based technique called chunkserver to detect data corruption.
Mirroring, RAID, and checksum are commonly employed techniques to handle data
integrity. Several host intrusion detection systems perform integrity verification8,9

to detect intrusions.
Data loss or theft or breach is another issue that affects integrity. Once copied, it

could be tampered and released to create confusion and integrity issues. Data loss
prevention (DLP) is a common technique used to avoid data loss [7]. However, it is
designed for traditional systems where specific computers implement DLP. As soon
as data is accessed from a non-DLP system, the purpose is defeated. In addition to
security, data loss often compromises privacy as well.

3.5 Availability

Availability implies the ability to access authorized data as and when required.
Availability of critical data is achieved mostly by designing “high availability”
(HA) systems. HA systems are designed with backup servers and alternate com-
munication links. Disaster recovery and standby systems address HA needs. With
big data and cloud, availability in itself is unlikely to be the issue due to the
redundancy of data and multiple access routes. The challenge would be ensuring
access control to authorized users and entities. Ensuring controlled access in the
world of IoT does look intimidating.

With the emergence of IoT, entities such as sensors and appliances also need
access to data. The resource constrained entities such as sensors and point-of-sale
terminals being part of the mix, breaking into the network, and achieving privilege
escalation to overcome access controls is a distinct possibility. In a way, this
complexity is creating challenges for security teams to detect security incidents.

8http://www.tripwire.com/.
9http://www.la-samhna.de/samhain/.
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This can be seen from the fact that in 2012, about 37 % organizations were able to
detect intrusions by themselves, while in 2013, it came down to about 33 % [4].

4 Privacy

Privacy is essential in many ways. Personal elements in life such as intimacy,
friendship, role play, and creative experimentation need to remain private.
However, IT-enabled and IT-networked world of today is posing challenges in
maintaining privacy. In data world, privacy typically refers to PII. In several
countries, privacy is protected legally, e.g., Health Insurance Portability and
Accountability Act (HIPAA 1996 US) and Sarbanes–Oxley Act (SOX 2002 US).
Privacy aims to protect information that is considered personal and should not be
shared without informed consent. Even when shared, use of PII is often restricted to
specific purposes. However, to protect citizens, countries have enacted laws that
define constituents of PII. Whenever there is a need to share information which also
contains PII, then the PII components are anonymized or sanitized before sharing.
For example, it is a very common practice to understand drug effectiveness on
patients by studying medical records. While such a study is essential to understand
and develop more effective treatment, PII part of the medical record needs to be
removed by anonymization to protect individual patients.

Accessing anonymized data is becoming easier by the day as connectivity gets
better. Even if accessible, limitations in terms of compute capability and knowledge
to process data were challenges, not so long ago. However, it is a thing of past.
With free online tools and powerful personal computers, processing capability has
reached one and all.

What can big data do to privacy? In another world, not long ago, a person can go
for shopping and come back while pretty much remaining anonymous. Today, with
online monitoring, one can be traced from the time one leaves his/her home, the
route taken and items bought in a store. The security/surveillance system at home
records the car leaving the garage. Traffic monitoring cameras record the route. The
store card and/or the credit card used to buy the items ensures recording of shop-
ping info. And this is for real! Today we capture so much data that were never
captured and stored in the past, which is what big data is doing. What was anon-
ymous is suddenly traceable to individuals and privacy issues crop up.

Big data has impacted privacy so much that the USA is contemplating changes
to the “Consumer Privacy Bill of Rights” of 2012 [8] and initiated big data and
privacy review in January 2014 [9].

4.1 Online Privacy

Availability of data online takes away the ability of individuals or organizations to
decide by themselves sharing of information about them. Personalizing, it could be
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re-phrased as my losing control over what, when, how, and how much I would like
to share information about me. Any data with PII online is at once a security and
privacy issue. While traffic monitoring is a security issue, tracing the route taken by
an individual is a privacy issue. Tracing the route and owner of the vehicle may be
acceptable from security point of view for crime investigation, the same will be
violation of privacy as often is the case, e.g., with paparazzi. As shown in Fig. 1,
one can argue that there is no such thing as privacy, particularly once data is online.

What constitutes PII is generally as defined by the law(s), which typically is a list
of information types, e.g., first/middle/last name, driving license number, date of
birth, and credit/debit card number. The very definition of what constitutes PII
permits use of other information which sufficiently enables identifying specific
target audience. Value of PII has been understood by businesses, and hence, today
data with PII has gained so much traction that a plethora of branded credit/debit
cards, loyalty cards, frequent flier programs, and the like have emerged. They do
provide some benefit to the customer in terms of discounts, and receiving targeted
information. Yet it should be mentioned and noted that several online agencies and
service providers sell their products and services by highlighting their ability to
target identified users. Anyone browsing internet today can see advertisements
popping up that are very specific which is possible only if some uniquely identi-
fying data is available.

Very often, customers are provided with notice as well as terms of use and
similar options while installing or using services. The information shared based on
the agreement or consent given is for that instance and isolated. However, the
moment multiple independently consented data are correlated and analyzed over
time, what gets revealed is not what was consented for! Because big data reveals
patterns and information that could not be found otherwise. A more interested
reader can refer to [10].

4.2 Offline Privacy

Is there an issue with offline data privacy? After all, the data is not online! Let us
consider a paper document containing PII. As such, it is perhaps safe to assume that
without physical access to the document PII remains protected. Governments own a
large number of data containing PII. Laws like the Freedom of Information Act
enacted in USA or the Right To Information Act enacted in India enable access to
public records. It is therefore reasonable to assume that at least data lying with
government agencies offer only limited protection of PII. At the same time, as
countries enact one or another form of paper reduction acts as well as physical
storage constraints along with environmental issues, paper documents are contin-
uously being replaced by electronic versions and hence making them online. As we
move forward, with smart home, smart appliances, surveillance, and monitoring in
public and work places, there will be nothing offline. In a nut shell, offline privacy is
evaporating fast and sooner or later offline privacy will become a thing of past.
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4.3 Privacy Post Archival

Archiving data for historic preservation to legal mandate is not uncommon. The
moment archived data is accessed and become “actionable,” the question of privacy
crops up. Predicting future behavior based on past behavior is a trivial task. Such
predictions need observation or access to the past behavior. By analyzing archived
data, we are just enabling predicting future behavior, and in a sense identifying
“stereotypes.” Till few years back, most email providers offered a limited mail
storage option to the users. This forced the user to delete emails that are no longer
relevant or possible to manage without. However, of late, unlimited storage option
is provided by email providers and data will continue to be archived. The traditional
life cycle management of data where there is a definite phase to destroy is becoming
less relevant. With social networks having become so popular, a childhood prank
may make someone a suspect or unsuitable for certain positions at a much later
stage in life, due to potential “similar” future behavior due to the past behavior!

The challenges of archival and disposal has been discussed by the National
Electronic Commerce Coordinating Council in their report [11].

5 Emerging Trends

5.1 The Story So Far

Emergence of cloud has taken virtualization and elasticity to new heights. Service
providers are already offering software as a service (SaaS) to provide on-demand
software, platform as a service (PaaS) to provide platforms on demand to build/run
applications, and infrastructure as a service (IaaS) to provide on-demand provisioning
of resources (e.g., virtual machines). On demand and elasticity are there to use.

The addition of “smart” to everything enabling IoT has catapulted the number of
entities that could communicate in the cyberspace while erasing boundary lines
across several segments of industry. Smart devices and broadband access have
resulted in the amount of data generated to unthinkable limits, and no amount of
prediction seems to be close to reality resulting in “big data.” Such a rapid change
in the infrastructure, communication, and data generation has left system designers
grappling for an understanding of potential security and privacy threats. Increase in
availability has resulted in potential access to a large number of entities hitherto not
part of the design considerations.

5.2 On the Horizon

As we look forward, it is clear that several things are unraveling. Cloud is moving
from a monolithic option to offer variety in terms of private, public, community,
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and hybrid clouds. Business verticals are expected to use community clouds to
leverage on consortia approach. Private cloud would be the choice for strategic
areas such as defense. The current offerings will mostly fall into public cloud and
will become more of a commodity offering. Hybrid clouds are likely to be adopted
by large organizations to keep critical operations on their private cloud and keep the
majority on public or community cloud to optimize on the cost.

IoT itself will get better defined with new protocols defined. Variants of IoT such
as industrial IoT would emerge. The current internet protocols may get replaced by
new ways of networking. Techniques to uniquely identify devices connected to IoT
will emerge. The question of whether the streams of data generated by smart
devices and sensors need to be stored, and if so, how and where to do are all the
questions that will be debated for possible solutions. Replacing compromised and/
or defunct sensors will be major challenge that will be addressed by researchers and
industry.

Big data requires big time crunching. We see plans announced by the National
Security Agency (NSA) that their Utah Data Center has plans to have exaflop
(1018 bytes), zettaflop (1021 bytes), and yottaflop (1024 bytes) by 2018, 2021 and
2014, respectively [12]. The compute capabilities will not only enable analytics, but
also challenge strength of crypto algorithms. We can expect novel crypto or even
new technologies from unchartered territories may emerge.

5.3 Research Challenges

Characteristics of big data and the possibility of global access to such data have not
been understood sufficiently. Ability to mine patterns from autonomous sources has
resulted in privacy issues. Anonymization of individual data sets is proving to be
insufficient. Key research challenges include:

• Understanding characteristics of large volumes of data.
• Understanding characteristics of large and diverse data sets.
• Identifying duplicate data sets.
• Security requirements of big data.
• Access control mechanisms when availability is difficult to control.
• Keeping integrity of multiple copies of data.
• Challenges in maintaining anonymity of data.
• Anonymizing data containing PII.
• Designing of crypto algorithms whose strength does not depend on sample size.
• Identifying best practices for security and safety, including new type of data

sources and sets.
• Real-time monitoring with encrypted streaming data.
• Achieving reliable computations in distributed multi-core environments.
• Reducing the information overload for security and information managers.
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• Privacy preserving data analytics.
• Audit and compliance verification of information systems.

The list of challenges above is not exhaustive but indicative. We can look
forward to researchers trying to achieve technical solutions to these issues.
Government and standards bodies will be fully occupied with defining policies,
drafting laws and standards, identifying best practices, and promoting their adop-
tion. Academics will define new curricula. Businesses will need to re-orient and
redefine strategies as they get access to more data, while their own data gets shared
faster and wider.

5.4 Summary

In this chapter, we covered several security-related topics in a concise manner. We
started with a discussion on cloud, IoT, and big data as well their effect on security.
This was followed by a short discussion on security and privacy as well as the
effectiveness or otherwise of anonymization with the emergence of big data.
Security was then addressed in some detail. In particular, the contrasting require-
ments on confidentiality and availability with the convergence of IT and CII was
highlighted. We briefly covered CIA aspects as well. Privacy, being an issue that
affects everyone, was discussed. Going further emerging trends including a partial
list of challenges were highlighted.

Even though we do hear pessimistic view like there is no such thing as privacy in
an online world, it may be worth remembering and recalling that mankind has seen
much tougher challenges and it has risen to the occasion each time and has come up
with a solution to each challenge. This time also we can trust our scientists and
engineers to come up with workable solutions to the issues at hand.

Questions

1. List the reasons stating why big data security concern is different than that of
conventional data.

2. Explain the association between cloud technology and big data and state the
security challenge the association brings in.

3. Discuss on trade-off between security and anonymity of big data.
4. Draw a comparison between IT and CII systems on security issue.
5. List the mechanisms used to assure data confidentiality and illustrate on each.
6. Why big data could be vulnerable for confidentiality?
7. Present a scenario how big data can invade one’s privacy.
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Big Data Service Agreement

Hrushikesha Mohanty and Supriya Vaddi

Abstract World today having several services on Web generates high volume of
data around, so much so that one cannot just afford to ignore. These data volumes
together usually referred as big data, though look heterogeneous and unrelated at a
glance; still, big data carry striking relations among them implicitly as well as
explicitly, so that many users across the world may get interested of data patterns
being generated at a far end of the world. Thus, there is a need to deliver big data
available on cyberspace to users as per their needs. This brings in a notion of big
data service. For such service, we here propose a cyber infrastructure that takes
user’s data request and finds an appropriate data service provider to deliver data.
We also propose an approach for SLA: service level agreement specification. SLA
for a service is derived from SLAs of data consumer and provider on negotiation.
Matching of consumer’s SLA to that of a provider SLA and a process of negotiation
between these two are illustrated.

Keywords Big data SLA � Big data as a service � Service agreement � Agreement
specification � Data service � Matching � Negotiation

1 Introduction

Currently, as internet penetration grows exponentially, many services are being
offered on internet. People while using internet generate digital footprints that make
goldmine of information useful for innovation as well as better service management.
Chapter “Big Data: An Introduction” discusses on big data and its usages in different
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domains. Now, it is well understood that providing big data to intended users is itself
a service. An agency can provide a cyber infrastructure that collects data from
different service providers and offers data analytics for data consumers for their uses
and decision-making. This is termed here as big data service. In order to bring order
in data requisition and delivery, a concept of service level agreement (SLA) needs to
be introduced as the provision that has been there already for Web services. Here, in
this chapter, the issue of SLA for big data service has been dealt with.

SLA needs to be specified in such a way that a provider and a consumer can
specify their service as well as requirement particulars, respectively. And the same
could be unambiguously understood not only by both but also by a third party
who could be a party for processing of SLAs. SLA processing takes place in two
steps, i.e. matching and negotiation. Matching of SLAs of providers and consumers
is to find a provider which meets the data requirement of a consumer. It has certain
similarity with webservice match making. On finding a provider, negotiation is
initiated to avail the data service at the cost and QOS a consumer is interested in.
And then, agreement is reached and ready to be enforced. Enforcing an SLA in a
service makes it to monitor and adapt in an appropriate way.

Next section presents a motivating example illustrating the need of SLA in
making business decisions. Then a framework for data service is proposed. The
functionalities of components of the framework are illustrated. An example of SLA
specification is provided in the fourth section. Syntax for spelling out data of a
service provider and to detail customer requirements is presented. Readers may
kindly note the words customer and user are used interchangeably for the same
purpose in our illustration here. Next section, i.e. fifth lists out issues in SLA
processing. Particularly, two algorithms one for SLA matching and another for SLA
negotiation are presented. Agent-based negotiation is the highlight of the proposed
approach. Some related works are reviewed in the sixth section. In review, we have
also taken up the literature that is closely related. This chapter ends with a con-
cluding remark.

2 Big Data Service and Agreement

2.1 A Scenario

Service-based industry has been the order of the day having opted for a lifestyle that
happens to be primarily guided by internet. For the purpose, we will take a retail
agency MartBridge that supplies home needs to people. The agency also sources its
merchandise from farmers. Farmers sale grains and greens to MartBridge and then it
does processing and packaging before putting the items on shelves for sale.
Customers on internet put their requirements for purchase. The agency on delivery of
requested items closes a transaction initiated by a customer. This puts up a simple
scenario whereMartBridge interfaces many from producers to consumers. A scenario
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of this kind has been there in ages since trading has taken a root in our civilisation.
Now the present age has offered technology that plays definite role in our life style.
We will draw a picture of interactions the stakeholders have in such a scenario.

Consumers are at the front who interacts with the service provider MartBridge
that retails goods consumers need. MartBridge at the back-end takes services of
different service providers that drive the business. Consumers may not be aware of
the roles of these back-end service engines. In this case, let MartFresh,
MartPackage, MartTransport and MartWare are the service providers entrusted
with definite roles to play in provisioning their services to their respective clients.
MartBridge serves to its consumers, i.e. people put order of purchases. And the
retail agency supplies it on availability of items. A service transaction made
between a consumer and retailer has many aspects like time taken in accepting a
service order, time taken in delivering a service, availability, quality of service
items, cost of items, service cost and like many more features. These are the data
generated from a service, termed as service-generated-data. And these data can be
of immense use for both a service provider and a service consumer. A service
provider can improve upon its performance on making a study of its performance at
different times, i.e. at peak hour of demand. Similarly, a consumer would like to
know performance of service providers for selecting one of its choices. Vice versa,
a service provider can develop a consumer relation on collecting data on con-
sumers. It is true before, we have such trading scenario but difference now is with
its abundance and speed. For pervading internet, millions of people and similarly a
large number of services exist on World Wide Web and at a moment a huge number
of transactions is on execution. For these transactions, footprints of services and
stakeholders leave a large amount of data for further processing and reasoning out
on subjects of interests. In addition to volume and velocity, the veracity of data is
also of concern. Primarily, these three make big data difficult to handle with
traditional database management systems.

Coming back to our discussion on the scenario at hand, let us consider other two
co-services, MartFresh and MartTransport, that take part in a supply chain con-
necting farmers to consumers through the retailer MartBridge. The service
MartFresh sources grains and greens from farmers and then MartTransport picks up
to a warehouse that is managed by a service provider MartWare. At warehouse,
MartPackage carries out processing and packaging of grains and vegetables, and
stores those for retailing. On demand again MartTransport takes the merchandise
from warehouses to MartBridge. A supply chain that runs through these services is
shown in Fig. 1.

MartChain is a collection of services and each has its own objectives. The
services are connected in a sequence that exhibits the way they work together for a
purpose. Let us call it SRG, i.e. Service Relation Graph. It also explains how a
service composition works as a workflow to deliver service required by a consumer.
It is not real that on receiving a customer order a workflow connecting all services
gets activated. At different levels, different parts of a flow get invoked at different
conditions. Such a graph can be further qualitatively enriched by labelling nodes
and edges with service specification stating limitations and constraints at which
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service would promise to work. While services on SRG are in execution state,
analytics for each service (at each node of SRG) can be deployed to gather infor-
mation on service performance. Some of these performances are listed below:

• invocation time;
• processing time;
• rate-of-failure;
• trust;
• security;
• negotiation time;
• maintenance time;
• user recommendation;
• associations;
• obligation;
• cost estimation;
• Amount of data processed;
• Amount of data received;
• Amount of data emitted;
• Data quality of input and output;
• Data persistence time;
• Data movement latency in/out of service; and
• Data losses due to velocity of data that comes in

Let us brief on usages of such analytics with the help of the example presented
here. A customer before putting an order may like to get assured how efficient
MartBridge is in taking a call. That is invocation time, which could be computed
averaging the agency’s historical behaviour in servicing calls. Processing time
denoting an average time MartBridge takes to deliver goods at consumers’ doorstep
is computed by an analytic called processing time. Similarly, analytics to compute
rate of service failure and trust metric are of use for MartBridge service users.
MartBridge may compute worthiness of MartFresh in supplying good-quality
grains. Similarly, grain growers would like to get trust worthiness of MartFresh to
get assured of their payments as well as of good sale prices. Thus, MartFresh needs
to have an analytic to compute trust. It may be noted that trust analytics at
MartFresh has two facets, i.e. one for MartBridge and another for grain growers.

Fig. 1 MartChain: service relation graph
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MartBridge customers may feel secured of their transactions with the retailer for
secured money transaction, merchandise delivery and privacy preservation, etc.
Negotiation is a primitive activity in business. For example, MartBridge may go
with negotiation with MartWare for storing its merchandise. Negotiation must have
a protocol to decide on consensus that needs to be followed during service exe-
cution. The consensus, i.e. agreed upon terms and conditions, is termed as SLA:
Service Level Agreement. There could be an analytic to manage a service run in
accordance with the service agreement. The maintenance analytic would fix service
execution to follow a given SLA. Recommendation is another practice that exists in
service paradigm. For example, MartBridge may recommend MartPackage to
MartWare for packaging service. MartBridge can recommend a loan scheme to its
consumer for purchasing merchandise of higher volume. A customer may wish to
know the services to which the retailer MartBridge is associated with for its con-
fidence building. For this, an analytic querying on associations can be invoked.
With reference to Fig. 1 some services have direct interactions and some have
indirect. Like, MartBridge service directly interacts with MartTransport but indi-
rectly connected to MartPackage. The former relation is called strong association,
whereas the later is termed as weak association. Such characteristics associated with
services are required to be understood, quantified and collected for decision-
making.

A service consumer can make use of such analytics to make a decision on choice
of a service and to define service requirements. For example, a consumer may
define the quality of items, delivery period, cost range, etc. while choosing a
service. Thus, the defined service analytics can be invoked to measure service
performance during service execution. Using the example, we have shown the
usages of analytics and the data (on their performance) they generate, in conducting
business especially on cyberspace. Availing such data in cyberspace is called here
as big data as a service. Next, we look at the notion of big data in a concrete form.

2.2 Big Data

The term is a buzzword among computer science professionals as well as
researchers. Here, we would like to seek what makes this word so emergent and
why it has caught the imaginations of interested community. We have been mod-
elling our information world so successfully with ER Entity-relationship modelling
framework. A two-dimensional structure table has been used to model both data
and their relationships. Instantiations related to a table populate the table as tuples.
The characteristics of such a data repository are regularity in dimension and static in
growth; though now and then there could be modifications to the repository to
ensure that the repository reflects true of its world. As we have discussed through
MartBridge scenario, the world today changes fast and so happens to the generation
of data. A true reflection of world through traditional database management systems
is almost impossible for rapid velocity in data generation. Data, now being created
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has a time of its birth and in some cases has a lifetime too. More, such data are to be
stored for posthumous analysis and future prediction. In past, such data repositories
are usually of relational databases. Now, fast evolving heterogeneous data types
provide opportunity as well as challenge to look for different data representation
frameworks to make useful for applications of new genre.

Other than velocity, the next issue is of data dimensionality. We have been
restricted to < data,relation > in case of relational databases. Currently, data are
viewed in versatile situations with varying dimensions. Some of these include
location, data owner, features, consumer, time of generation and lifetime. Thus, data
descriptions vary from a kind of data to another. For example, a share value needs
time and stock exchange (location) details for its description but international oil
price needs only time reference but not location reference. Thus, veracity, i.e.
heterogeneity in data dimensions, is an identifying factor for big data.

Changes in world of observation also bring changes to data repository that
models the world. In classical databases, provisions for such modifications are
taken care. But, repository of present kinds, for example data storage of facebook
footprints, is quite different than classical data repository. Here, in every second,
millions leave their footprints on their walls and as well as on other walls. Features,
i.e. velocity of data generation and volume of generated data, are the two that
standout big data from classical databases. These two along with the other feature,
i.e. data veracity and big data management, faces an uphill task not only to decide
on storage of data but also to manage it. The task gets further complex for its spread
across the globe. For example, facebook or that matter of any such social net-
working services generate data across the globe. The data are not only structurally
heterogeneous but also so semantically. As discussed earlier, information-rich big
data is being made available as a data service on internet. In next section, we talk of
agreement-based big data services.

2.3 Service Agreement and Management

We, in the previous section, have introduced the concept of big data. And also we
have told that such data can be of use for many applications in different domains
including governance, business, manufacturing, entertainment, education and
health. Through an example we have reasoned, data generated on web can be
tactfully utilised to provision services to consumers at agreed upon business con-
ditions. This shows an organic relation between big data and service that can be
built on it. Following the scenario described with MartChain let’s detail on a
concept called big data as a service.

Say MartBridge (Fig. 1) wants to source items for sale. There could be many
agencies like MartFresh providing items that MartBridge requires. And each of these
may have different levels of performance. Further, MartBridge business objective
may be required to maintain certain levels of performance. In order to maintain its
performance level, it needs MartFresh like associated services to maintain certain
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level of performance. This kind of decision-making can be facilitated by collecting
business data and applying analytics for decision-making. The next level of business
intelligence is achievable by big data service, mainly on internet, so that a consumer
requiring a data service can locate its service provider and avail this service by
invoking appropriate analytics meeting its requirements. Materialising big data
service on internet needs an infrastructure with required access provisions for data
service providers as well as consumers. Like any other services, big data service also
needs a SLA among the stakeholders those are data providers and consumers. For
smooth service provisioning, such an infrastructure needs to generate a SLA
agreement and to monitor adherence to the agreement by the stakeholders. Next
section presents a framework of such an infrastructure.

3 Big Data Service Framework

As emphasised, big data being generated online is a mine of information that needs
to be harnessed for usages in different domains. For example,MartFresh would like
to know sales on different items at different outlets like MartBridge. Say
MartBridge can supply its data only ifMartFresh has signed up with the former and
both have agreed with data sharing terms and conditions. Before, coming on to
details on how terms and conditions are specified formally in a SLA, in this section
we discuss on the framework that could be appropriate for the purpose. Figure 2
provides a framework for big data service. While discussing on the proposed
framework with our example, we dwell upon agreements that can be operational for
both data acquisition as well as data delivery.

The main components of the proposed framework are ServiceMonitor,
DataDispenser, SLAManager and DataMaker. SData is a repository that stores data
related to service execution. It also stores the service data in different forms as per
users’ requirements. The other repository SLAR stores SLAs that are used for
service data collection (from different services) and delivery to users. Functionality
of the proposed framework includes the following:

• Data request processing
• SLA management;
• Data acquisition
• Data delivery

As a whole, one can summarise to say, this framework for big data service
collects service-generated data and delivers to users who need it. And the process is
guided by an agreement among three players having stakes in a data service.

The proposed framework in Fig. 2 for the data services interfaces both users
(data consumers) as well as service providers. Service execution footprints are the
data users may query on. DataDispenser interfaces to users for collecting users’
data requirements and conditionality. It also delivers data to a user based on its
conditionality. This conditionality is built to specify desire of availing service in

Big Data Service Agreement 143



terms of a cost and corresponding QoS. SLAManager on receiving users’ terms and
conditions negotiates with service providers and formulates an agreed document
called SLA that is to be followed by both, for provisioning services that users ask
for. It stores the SLAs at SLAR, a repository of SLAs. ServiceMonitor has dual
functionality. It collects data from service footprints made during service execution.
The collected data are stored in SData. It also monitors adherence of a SLA meant
for a data service to a user.

In order to make the proposed framework operationally useful, different apps and
applets may be implemented for desired services. The component DataDispenser
contains interfaces to users’ applications to serve specific purposes like placing data
service request, specifying format for data display and specifying terms and condi-
tions for a SLA. For these applications even apps can be made available on this
framework for aiding users on move in availing the service of the framework. DSR
(u,R) is a module in DataDispenser component; the module takes request R from user
u. A request R < p,dn,sla > specifies data provider p, required data names dn and ‘sla’
specifying conditionality of users choices at which the service is intended. Levels in a
service are defined on the basis of its output, timeliness and cost. DDU(u,F) is a
module to display data for user u, in a format F, a tuple < p,dn,v > of data provider,
data name and visual form intended by the user. Other than these applets and apps,
the component can have analytics that provides a service statistics on users, service
providers and their interactions. Analytic like vdt(u,p,T) computes volume of data
transacted between user u and provider p in time T. Alike computing analytics query
on user service satisfaction, recommendation and other necessary issues such as
security and trust on services can be made available for users.

Fig. 2 A framework for big data ServiceProvider
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DataMaker component works as request processing engine that takes user
requests R provided by DSR(u,R) of component DataDispenser. With respect to a
given R from u, FDS(u,R) module fetches data from SData and hands over to
DataDispenser to display (by module DDU(u,F)). In the process, it consults the
SLA if there any in between a provider and a user. DPU(), i.e. Data processing Unit,
has manifold functionalities. One is of processing data that is required for a user
request. With respect to a user request, it also involves CUD() at ServiceMonitor in
collecting data for a user.

The component ServiceMonitor as told earlier interfaces service providers and
collects data, services generate while providing services to their respective clients.
Here again, we would like to reiterate the framework is meant for big data as a
service. The component makes provision for data collection by both service pro-
viders and data users. The former, a service provider p requests by calling module
CPD(p,D), collect provider data D, a tuple < dn,slap,T > with data names, p’s SLA
and time specificity T. For example, MartBridge wishes to put its stock details, say
once in a day on data service infrastructure. Let us say this data service of
MartBridge is made available on some service conditions, e.g. availability only to
registered users or guest users on payment at a given rate specified in slap. A second
approach for data collection would be of data user initiation. DataMaker upon
receiving a data request from user u may call CUD(u,O) that collects user data as
specified by O as tuple < dn,slau,T > with data name, user SLA and time specifi-
cation, respectively. Data information, i.e. service foot points on being collected,
are stored on data repository SData with timestamp. This is done by ServiceMonitor
calling module SSD(x,B) to store service data pertaining to x–a user or a provider.
The parameter B is a tuple \p; u; slap; slau; dn; t[ with provider p, user u, SLA
for service provider slap and that of user slau, data names dn and time stamp
t. Further, the component may be inhabited by applets and apps as analytics to
measure performances of service providers as well as of the monitor itself. For
example, analytics to compute average uptime aut(), trust and predicting service
response time psrt() of a service provider are of interest.

SLAManager component has a module GAD(x,C) to get agreement from user
(through DataDispenser) and service provider through ServiceMonitor and to store
those on SData for references. It also can be used to edit or delete the SLAs. In GAD
(x,C), x specifies either a producer or user; C contains either a slau or slap. Further,
the component SLAManager has an important role, i.e. negotiation on SLAs. NPD
(NP, ND) is a module to negotiate and produce negotiated document ND; a SLA being
agreed upon by user and provider is mentioned in NP. SLA negotiation process either
can be automated or intervened one. On this we deal exclusively in coming section.
There can be some analytics to compute performance of SLAManager. For example,
some analytics could be on average time taken for an automated or intervened
negotiation, percentage on acceptance of a negotiation pan(), average lifetime of a
SLA asla() and average time on SLA modification. For big data, as the data scenario
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often changes, so the performance of SLAManager must match with the speed of
changes in evolving data.

The modules that make different components of the proposed framework for big
data service are discussed above; and a comprehensive view on these modules is
presented in Table 1.

Table contains modules and analytics, residing with each component of the
proposed framework. Module names are in capital letters while that of analytics are
in small letters. Below, we present an overview on behaviour of the framework with
the help of an interaction diagram as shown in Fig. 3, on the timelines of each
component shown as actors. Vertical dotted lines for each component are their
timelines and horizontal solid lines show the interactions they make. On receiving
slasu and slasp, SLAs of a user u and provider p on service s, SLAManager starts
negotiation to generate agreement document (by invoking its module NPD()). This
is an asynchronous invocation of the module on occurrence of an event i.e. receipt
of a SLA from any one of the stakeholders. Behavioural aspects of the framework
are self-explained in Fig. 3 with the help of the description presented in Table 1.

Table 1 Framework modules

Component Module/analytic Functionalities

DataDispenser DSR(u,R) Data service request from a user

DDU(u,F) Data Display for user

vdt(u,p,T) Volume of data transacted

uss(u,p) User service satisfaction

rds(u,p) Recommended data service

DataMaker FDS(u,R) Fetch data from store for user

DPU() Data processing unit

arp() Average request processing time

ptl() Peak time load

ltl() Lean time load

ServiceMonitor DMC(u,R) Direct monitor to collect for user

CPD(p,D) Collect provider data

CUD(u,D) Collect user data

SSD(x,B) Store service data

aut() Average up time of a service

psrt() Predict service response time

SLAManager GAD(x,C) Get agreement document

NPD(NP,ND) Negotiate produce agreement document

PUS(u,slasu) Put user u SLA for service s

PPS(p,slasp) Put provider p SLA for service s

ant() Average negotiation time

pan() Percentage on acceptance of negotiation

alsla() Average life SLA

SLA Processing(R,u) Processing SLA for a request R from user u
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The framework proposed explains how data evolved from different services are
collected and delivered to intended users based on compatibility of conditions
provisioned by both user as well as provider. So, the points of importance here
include first, how conditionality can be expressed unambiguously considering the
aspects involved in big data. Second, how a consensus among data providers and
users can be evolved for data delivery. The first issue we take up in the next section
and then in succeeding section details on the second issue.

4 Service Agreement Specification

Here, we refer to big data as a service and have proposed a service level specifi-
cation details on grades of provisioned service and the conditionality associated
with. Primarily, unlike webservices, the proposed specification addresses issues that
are specific to big data. Data collection and visualisation are two important oper-
ations performed in big data services. Either a service provider offers its footprint
data at a conditionality or a consumer wishes to avail such data at its own condi-
tions. The conditions are defined on data quality and its associated cost. It also
specifies at what interval data are to be collected and at what volume. Further,
conditionality can be defined on forms of data such as audio, visual, or text. Thus,

Data Dispenser DataMaker ServiceMonitor SLAManager

DSR()

user requests
FDS()

using SLA document

           GAD()

           DDU()

CUD()

<No data Collected>
PUS()

SSD()

stores

at SData PPS()

CPD()

Provider invokes

SSD()

stores

at SData

NPD()

data for user

Fig. 3 Framework behaviour overview
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the proposed specification is defined on volume, velocity, and veracity of data being
created from footprints of a service execution. SLA specification for both user and
provider follows a generic form we present below

Basically, the above SLA format can be used by both user and provider.
A user u while preparing a SLA for a data service may explicitly specify the service
name whose data the user is interested in. In case the user is not aware of a service
who generates data of its interest then may choose to leave it to SLAManager (by
specifying s*) to find an appropriate service. In case user needs, it can specify the
locations at which service should be hailed from; this is defined by (< lName >). In
data field, user specifies the names of data (dName), its formats (dForm) such as
text, audio, and graphics, grade on quality (dQoS), volume of data (dVolume) and
associated cost dCost.

It can also indicate time choices at which data are to be collected. SLA to avail a
data service needs to be time sensitive as time has bearing on both data geneartion
as well as data transmission. Temporal specification for a SLA is detailed as:

SLA :: (service((< sName> [< lName>])|(< s∗ > across< lName>))
user(< uName> | < u∗ > across< lName>)
data(< dName>< dForm>< dQoS>< dVolume>< dCost >< time>))

Like a user as stated above, a service provider can specify its SLA for providing
data to a chosen user or to some which can be fixed by SLAManager. This scenario
can be seen in the framework of publish–subscribe model that makes a match
between published sets of {slau} and {slap} SLAs by users and providers,
respectively. DataDispenser component by its module DSR allows users to specify
its slau for the data request it makes. Similarly, the component ServiceMonitor by
its module CPD() collects slap from service providers. Thus, collected SLAs are
stored at SLAR, the repository of SLAs. In next section, we detail on actions of
SLAManager. Here, next we put two examples of SLAs of a provider and a user
quoting our example MartChain (Fig. 1).

Say, service MartTransport wishes to provide information ItemL: items transport
list, TptL:List of vehicles and OrderL:List of transport orders, to any user (u*)
located in Odisha or Andhra Pradesh. For each data item, it specifies a form of
representation, e.g. text, image, volume of data in KB or MB, cost and time. For
example, transport list TptL is represented in image form of volume 10 MB and can
be delivered at 5 pm everyday, and for cost of rupees one thousand only. In our
proposed SLA specification, a SLA for the purpose is presented as:

slaMartTransport ≡ (service MartTransport across Odisha
user u* across Odisha, AndhraPradesh
data (ItemL Text 5KB 100Rs before 12am,

TptL Image 10MB 1000Rs at 5pm,
OrderL Text 5KB 100Rs after 6am))
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Similarly, a user say ‘Chabisha’ wishes to avail data of any transport service, can
specify its conditionality on different aspects of data service as given below.

slauuu ≡( service s* across Odisha, AndhraPradesh
user Chabisha
data (OrderL Text 5KB 50Rs before 6pm,
TptL Image 1KB 20Rs at 6pm))

These two examples of SLAs by a user and a provider exhibit possibility of
matches between their requirements. This matching is carried out during negotia-
tion. Analytics that may aid to negotiation are listed in Table 2.

Like these, there could be even some more analytics defined on service provider,
user and big data infrastructure. And these analytics provide the information on
performance of the varieties of stake holders. For example, both the service provider
and the user may like to know the average time SLAManager takes for a negotiation.

Until now, we have been talking of SLA specifications for two types of stake
holders, viz. service providers and users. In between users and service providers,
infrastracture plays a vital role for data acquisition as well as delivery. The
framework Fig. 2 we have proposed can be viewed as anIAS: infrastructure as a
service. Entities using this infrastructure for their usages are required to sign a SLA
with the infrastructure. A generic SLA specification to use analytics the infra-
structure provides is stated as:

slaAnalIAS ≡ (analytic< aname>
f or ∗ |< bname>
with(< cost >< useType>))

An analytic supported by IAS needs to specify its aname, i.e. name of an
analytic. And bname is the name of a benefactor for the analytic aname. Instead of
specifying particular bnames, one can skip it telling the unrestricted access to the
analytic for usages. It also specifies terms and conditions applied for availing the
analytics. Term and conditions are specified with usage type useType and cost
associated with.

IAS uses service providers and users’ behavioural data, to provide these analytic
service. The stake holders may sign a non-disclosure agreement for the service
provided by analytics.

Table 2 Some analytics on data service

AnalyticName Defined on Functionality

TrustOnService(S) service provider Computes trust on a service provider

TrustOnUser service user Computes trust on a user

ServiceUser(S) service provider Lists the users source data of a service

UserService(U) service user Finds the services from whom user fetches data

AvgNegoTime() SLAManager Computes average time taken for negotiation
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In this section, we have introduced schema for SLA specification by data service
provider, consumer and infrastructure service provider. Initiation of a service
includes both match of data supply and demand (by provider and customer,
respectively) and their conditions. The next section deals with service match.

5 Data Service

The big data infrastructure presented in Fig. 2 acts as a facilitator to provide data
services to service providers as well as users. Both users and providers wishing data
services publish their respective SLAs invoking PUS() and PPS() available with
SLAManager Fig. 3. A data service between a provider and a user is initiated on
matching their respective SLAs. Thus, data as a service is viewed in publish–
subscribe model. Matching of SLAs may result to either a match or a mismatch. In
case of a mismatch, negotiation between a provider and a user is expected for
possible atonements of their respective SLAs towards matching. Thus, SLA
matching precedes to SLA negotiation. We detail these two here in sequence.

5.1 SLA Matching

For any two given SLAs, respectively, of a user ‘u’ and a provider ‘p’, let us extract
their data components and label both, respectively, as SLAu.dc and SLAp.dc, each
containing a set of conditionality as

{(< dName>< dForm>< dQoS>< dVolume>< Time>< dCost >)}

We are interested in investigating the match between SLA documents of users
and providers. The documents SLAu.dc and SLAp.dc contain requirements and offers
of a user and a provider, respectively. Process of match between two includes data
match, QoS match and cost match. ‘Data match’ is of finding similarity between
requirement and supply of data, i.e.

matchD((SLAu.dc.dName, SLAp.dc.dForm)
(SLAu.dc.dName, SLAp.dc.dForm))

matchT(SLAu.dc.Time, SLAp.dc.Time)
matchV(SLAu.dc.dVolume, SLAp.dc.dVolume)
matchQ(SLAu.dc.dQoS, SLAp.dc.dQoS)
matchC (SLAu.dc.Cost, SLAp.dc.Cost)

Data match has five components. The first component matchD is to ensure the
data supplied is as required. The second component matchT is to match temporal
characteristics between the two, i.e. the provider and the user. For example, a user
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wants to receive a data service at a given time interval. Then matchT returns true if
there exists a provider who can provide data at the given interval of time. The third
component matchV checks match between volume of data required and that of
supply. Match operation matchQ is designed to check match between service QoS
desired by a user and supplied by a provider. Similarly, matchC compares the cost
wanted by a user to the cost quoted by a supplier. Algorithm1 for SLA matching
performs the following.

The functionmatchD ofAlgorithm1 returns ‘0’ if the required data are not available
with the provider. In that case, the algorithm is aborted otherwisemd assumes value 1.
Then, the algorithm proceeds to match for other features, viz. matchV, matchT,
matchQ and matchC. Each of these matchings returns 0 or 1 or 2 for not matched or
exactly matched or subsumed match of user requirements to providers SLA specifi-
cation. For not matching of any of these features, the match fails. For other two cases,
i.e. exactlymatched and subsumedmatch, algorithm indicates toproceed for next stage
for SLAprocessing, i.e. SLAnegotiation by setting the variable SLA_Nego=1. It is to
be noted that in case of exact match still, we go for negotiation as current business
pressure may call for negotiation by provider or user or even by both.

5.2 SLA Negotiation

One can view negotiation as a protocol between a producer and a consumer initiated
by one and responded by the other with respect to a merchandise or a service
transaction. The protocol continues until either both agree at a point of negotiation
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or one of them/both decide(s) to stop the negotiation. Here the proposed negotiation
model is based on service cost. At the start both user and provider quote costs of
their choices. During negotiation, a consumer, on receiving a cost quote from a
provider, responds with an increase to its earlier proposed cost, provided the pro-
vider has shown interest in continuation of negotiation. For a provider, its response
to a customer proposal is just reverse, i.e. decrease of cost asked for, in case
customer is agreeing to continue with negotiation. With this basic concept, we
present a negotiation protocol. Before that, below we present a concept called
negotiation pressure: NP.

NegotiationPressure is a business analytic provided by this framework that
suggests actors engaged in a business negotiation either to continue or to get
disengaged. In former case, the negotiation protocol continues, whereas for the later
it stops. Now we illustrate on computation of negotiation pressure at a user as well
as at a provider. For each, three factors contribute to negotiation pressure. Let us
consider a case of a consumer. The three factors that build up negotiation pressure
for a customer to continue with negotiation with a provider are : (1) Goodness of
the provider; (2) Intensity of the service requirement; and (3) Competition among
consumers for the provider. We formalise negotiation pressure for a user u towards
a provider p for its service s as

NPu
pðsÞ ¼ QgupðsÞ þ QruðsÞ þ QnupðsÞ

NPu
pðsÞ Negotiation pressure on user u for service s from provider p

QgupðsÞ Goodness of provider p at user u is the ratio between the number of
successful transactions and the total number of data service transactions
initiated between p and u. In case of no previous history, it assumes a zero
value

QruðsÞ Intensity of requirement of s for u is defined as the ratio between the
number of business goals of u requires s and the total number of business
goals u has. In case of no goals, the term assumes zero value and value 1
shows the maximum dependence of u on s

QnupðsÞ Competitions among customers (users) for p are defined by the ratio between
number of users wanting the service from p for the service s and the total
numberof people looking for the same service atp andalsoat other providers.
In case there are no such users then the term assumes the zero value

Thus, each factor may assume a value between (0,1) and total negotiation
pressure for a consumer may vary in the range (0,3). At value negotiation pressure
zero, customer will not initiate negotiation. Else for some value say x ϵ (0,3),
negotiation starts calling an upward revision of cost. i.e. quote_costu() computed by
function NewQuote() ref. Algorithm2. This computation can be done in many ways
taking purchase practice a customer follows. A simplest way one can see is a linear
increase at each step of negotiation. The number of steps for negotiation can be
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fixed either by count or by amount of increase every call must make. For this, the
other input required is MxQuote, i.e. maximum cost increase a user may call for.

A similar concept can be laid for a provider to compute its negotiation pressure
that evolves from goodness of a concerned customer, ratio of unfulfilled business
targets and market competition due to number of providers competing for the
service. So, negotiation pressure for provider p for service s is computed as

NPp
uðsÞ ¼ QgpuðsÞ þ QrpðsÞ þ QnpuðsÞ

The semantic of each term is alike to that of a user we have discussed prior to it.
Alike to NPu

pðsÞ, NPp
uðsÞ assumes a value in range (0,3). For our model, we assume

negotiation pressure at both provider and user ends. Negotiation pressure pushes
stake holders to negotiate.

Here in our discussion, we have put negotiation over cost only, this means all
other parameters such as quality, volume and time are being matched. However, if a
user is ready to explore all possible combinations of parameters while selecting data
service options, then a variant of Algorithm 2 can be designed to propose different
options with different combinations of parametric values that may evolve. However,
on going back to our strategy of cost-based negotiation, we here propose a nego-
tiation protocol that solicits cost calls from each at each round of negotiation.
Taking a cue from business practices, negotiation process is initiated by a user
quoting lowest cost it wishes to give. In reverse, provider proposes the highest cost
it wishes to gain in the proposed service transaction. On a negotiation step, user
increases its quote, whereas the provider decreases its in case both have pressure to
continue with the negotiation. Negotiation is an iterative process that solicits quotes
from both at each step. The process continues till the quotes from both gets the
same or one of them do not desire to continue with it. Figure 4 schematically
presents a process of negotiation. The labels in angular brackets show condition-
ality. Exchange of data quote_cost between two is shown as a label above a hor-
izontal line showing a message passing.

User Provider

<SLA_Nego=1>

<Nego_Match=1>
<Nego_Match=1>quote_cost

<SLA_Nego=0>

quote_cost

<SLA_Nego=1>

<Sign_Nego=0>

Fig. 4 Negotiation diagram
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5.2.1 Negotiation: A Distributed Process

This section rolls out a scheme to carry out negotiation between a data service
provider and a user. As discussed before, negotiation decision is privy to an indi-
vidual engaged in negotiation process. Hence, the process needs to be executed at
each, thus negotiation is a distributed process where each sends its negotiation cost
to other by message passings. The distributed process eventually comes to an end
when a negotiation termination condition is met at any one of the stakeholders.
Further to make the process scalable, we have adopted Agent � based negotiation
where each of users and providers is represented by a software agent. At a time,
there could be thousands of providers and users intending to avail data services over
a service framework as suggested in Fig. 2. Implementing a negotiation process that
is interactive, becomes highly time-consuming when participants have to be online
and participating in the process. Instead, we have chosen agent-based negotiation
that automates a negotiation process where agents participate on behalf of user and
provider engaged in negotiation (note here we are considering 1–1 negotiation
between a user negotiation agent uNagent and a provider negotiation agent
pNagent). Further to our proposed 1–1 negotiation, we introduce a third-party agent
called observing agent oNagent that initiates and subsequently monitors a negoti-
ation process being carried out between a uNagent and a pNagent. A schematic
representation of the proposed negotiation is presented in Fig. 5 ABN: Agent-Based
Negotiation.

DataDispenser module of the proposed framework in Fig. 2 on receiving a data
request from a user ‘u’, DSR(u,R) forwards the request along with SLAu to
SLAManager for SLA processing. SLAManager executes algorithm SLA
Processing. All users and providers need to put their SLAs for data services. This is
done by SLAManager’s GAD() function that is available to both user and provider
through DataDispenser and ServiceMonitor components, respectively. For a given
request R on finding a provider p, system gets their respective SLA documents
SLAu:dc and SLAp:dc. These two are taken as inputs to the algorithm SLA MatchðÞ.
In case the algorithm decides for negotiation, then SLA � egotiation algorithm
(Algorithm 2) is called for the purpose. The variable nid assumes a unique number
representing a particular process of negotiation between a producer and a user for a
data service.

Fig. 5 Agent-based
negotiation
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The algorithm SLA � egotiation holds key to the strategy guiding the proposed
negotiation protocol. An observing agent oNagent initiates a negotiation sending
MakeAQuote messages to pNagent and uNagent. Each on receiving this message do
(i) Based on negotiation pressure and willingness of other to negotiate, it generates
a new quote quote cost by executing function NewQuote for a particular negoti-
ation nid. (ii) Then, new derived quote cost is tested for acceptability. This means,
for the user the new quote must not be more than the maximum quote MxQuote.
Vice versa for a provider it should not be less than the minimum cost MnQuote.
(iii) The new quote is sent to their observing agent by a message GetAQuote.

The observing agent on receiving a GetAQuote message, does one of these two
only if new quotes from both provider as well as user are available. (i) If both the
quotes are the same then the agreement between the two is made by executing
SignSLA. (ii) In case the two differ in quotes and the counter part is still willing to
negotiate then the observing agent oNagent asks the other to make a quote. (iii) Else
the negotiation fails.

SLAManager executes Algorithm 3 SLA Processing and if required invokes
oNagent to start execution of SLA Negotiation. A copy of SLA Negotiation also
gets executed at uNagent and pNagent. Thus, the algorithm SLA Negotiation is
distributed in nature and gets executed at three agents being invoked among
themselves until a negotiation process gets terminated. On successful negotiation, a
negotiated SLA document is signed and comes for enforcement. The signed SLA
becomes a document of reference during delivery of data service. As big data
service environment varies and service providers and users are loosely coupled as
well as geographically at distance, there is a need for third-party monitoring of
service provisioning to ensure fairness in data service. This needs SLA monitoring
mechanism. The module serviceMonitor of our proposed framework can have
monitoring analytics for the purpose. This is an issue this chapter does not take up.
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6 Related Work

Agreement for availing a service has been in real world long before. Idea of an
agreement is sacrosanct for both the parties involved. internet-based services also
need to follow the practice of agreement-based business delivery, and now it is
essential when more and more services are being placed on internet. Here, we
review some of the recent works on SLA specification, negotiation and monitoring.
We refer to some work on web services that have enough resemblance to the issues
we have taken up here towards data service agreement.

At the beginning, we take up [1] to highlight a framework required to provide
big data service on internet. Currently, having service on internet, a lot of data on
services are available from the footprints, e.g. service logs these services generate.
This chapter proposes a framework capable of delivering these data to interested
users. Big data as a service is employed to provide common big data-related ser-
vices like access to service-generated big data and data analytics. These services are
to be provided based on agreements data providers and users have. This agreement
known as SLA needs to be specified.

Big data are huge in size as well as heterogeneous. Locations of data generation
and of their usage could be at distance needing transportation of data at optimised
cost. The work in [2] shapes it as a multi-criteria optimisation problem for data
transfer in a cloud from data origin to place where they are needed. It proposes a
scheduling policy and based on it two greedy algorithms are proposed for data
transfer. Algorithms respect individual constraints and transfer data at minimised
transfer times, thus bringing down the transfer cost as well as waiting time for the
ones who need data. Performance of these algorithms is studied by simulation.

SLA specification has been studied, mostly at the advent of webservices that has
accelerated ecommerce for making business over internet. Fully automated
e-commerce needs rigorous SLA specification. Mostly, SLA has been addressing
QoS issues and there have been works like [3] proposing a language SLAng to
specify service QoS. This chapter introduces two interesting concepts Horizontal
SLA that defines a contract between different parties providing the same kind of
service. Vertical SLA regulates the supporting parties that make the underlying
infrastructure for a service. The usages of SLAng are studied for webservices for
processing images across multiple domains.

Since 2001, IBM has come out with Web service level agreement (WSLA)
language specification [4]. WSLA defines means to specify agreements among the
parties involved in a service. It defines the obligation of a service provider to
perform a service according to agreed upon QoS parameters. Still, it also provides
freedom to implement implementation policy and its supervision [5]. A similar
specification by opengrid forum is also proposed [6].

Guaranteeing system performance as per defined SLA is interesting particularly
for network-based systems for varying behaviour of network itself. Currently,
cloud-based systems face a challenge to perform as per agreed upon SLA. A recent
work [7] proposes a framework that addresses the challenge. It proposes a novel
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cloud model that enables systematic and transparent integration of service levels in
SLA into a cloud. A specification language CSLA is introduced to describe
QoS-oriented specification. A control theoretic approach is proposed to enable a
cloud to guarantee system performance as agreed upon. The idea has been applied
to Map Reduce service, multi-tier e-commerce service and a locking service.

We have discussed the role of SLA in availing webservices and big data ser-
vices. Similar usage of SLA has also been studied for webservice selection.
Researchers in [8] propose a method for customers to select a service of kind it
requires. A service provider prepares a SLA document and publishes on digital
market place for customer consideration. They have proposed a scheme called
WYSIWYG ‘What You See Is What You Get’ that customers use for selection.
A customer takes a snapshot of SLAs (of providers) available on market place, i.e.
on service infrastructure required for hosting a service as well as delivery of a
service. A filtering framework collects SLAs and stores those on a SLA repository
for processing. This chapter also proposes a data model for a SLA repository. The
applicability of the proposed framework is studied by integrating it to web appli-
cation layer of a service-oriented architecture (SOA). A guideline for integrating
SLAs to SOA environment is proposed by Software Engineering Institute [8]. This
report surveys the state of practice in SLA specification and offers guidelines for
ensuring service quality including high availability, security, performance and other
QoS parameters, if any. It also talks of mechanisms to monitor adherence to an
agreement and to assure quality service as agreed upon, specified in an agreement.

Selection of a provider may lead to find one who can deliver a service that is
required. But, there could be some unresolved issues such as cost or some other
QoS parameters that needs to be agreed upon by both provider as well as service
consumer. This process is called negotiation. This requires an algorithm for the
ranking of functionally equivalent services that orders services on the basis of their
ability to fulfil the consumer requirements at the cost agreed to both. A work in [9]
proposes an adaptive algorithm for automated negotiation. It employs trusted
negotiation broker that carries out bilateral bargaining of SLAs between a service
provider and consumer. They define mathematical models to map high-level
business requirements to low-level parameters used for decision-making and fixing
bargains. The algorithm is adaptive for making decisions on receiving counter
parts’ bargains. Thus, the technique ensures the satisfiability for both engaged in
negotiation.

On managing an agreement with a SLA, the next issue is enforcement of a SLA
on service framework so that it can be used during service delivery as a document
of reference. This requires a right kind of architecture. In [10], researchers proposed
a conceptual architecture SLAWs for SLA enforcement. It builds a flexible SLA
enforcement layer that could be integrated seamlessly to an existing service pro-
viding infrastructure. This architecture is designed on the principles of SOC:
Service oriented computing outlining the elements and their relationships in pro-
viding services and also considers the utility of WSDL into account. Thus, it
enables a webservice platform to perform both functional logic and to control
non-functional properties. For enforcing a SLA, the question of monitoring comes
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to our attention. In our chapter, we have not dealt with monitoring. Still, for
interested readers, we would like to bring out this issue considering how this is done
for composite services [11]. This chapter proposes event-based monitoring tech-
nique. In addition, prediction of potential violations is carried out using machine
learning techniques. Run time prevention of those violations is provisioned by
triggering adaptation techniques.

7 Conclusion

This chapter makes a case for data services on an infrastructure that collects
footprints of service executions and delivers data to customers those who need it.
Big data for tremendous growth on internet usage provide an excellent business
opportunity for data services. It is different than other paradigms such as data
warehouses for its very nature with high volume, veracity and velocity, thus making
big data service unique on its own terms. We have illustrated this with an example.

Three important contributions this chapter makes are SLA specification, SLA
processing including matching and negotiation, and a framework for big data ser-
vice. For each, narration has gone to a level of refinement that is quite near to the
implementation. Students and researchers intending to start work in this area can
start with implementation of the proposed framework for taking a leap forward to
further research. The reference discussed in the previous section provides a lead to
further study.

Some related issues the chapter has not addressed include SLA enforcement and
monitoring. SLA processing, i.e. matching, negotiation and SLA enforcement, for
big data requirements is a research challenge that we wish researchers to take up for
big gain.

Practice Questions

Q:1. What is SLA ? Why is it required?
Q:2. Define ‘big data service’ and explain it with your example.
Q:3. Present big data service specification language and specify the service for

your example in Q.2.
Q:4. Write an algorithm implementing publish–subscribe model to find a data

service for a given requirement.
Q:5. Present a framework that hosts the Q.5 solution for a big data service.
Q:6. Implement the framework proposed as a solution to Q.6. Choose appro-

priate environment and programming language for implementation.
Q:7. Explain why negotiation over internet needs a protocol.
Q:8. Write a distributed negotiation algorithm for a big data service.
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Q:9. Present a framework for executing your algorithm for Q.8.
Q:10. Implement the framework due to Q.9 and simulate the performance of your

negotiation algorithm proposed for Q.8.
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Applications of Big Data

Hareesh Boinepelli

Abstract Over the last few decades, big business houses in various disparate areas
have been accumulating data from different departments in various formats and
have been struggling to correlate the datasets and make any valuable business
decisions. The key stumbling block has been the inability of the available systems
to process large data when the data are part structured and part unstructured. As
witnessed in the previous chapters, the technology strides made over the last few
years have broken the stigma of processing large datasets and have enabled mining
and analysis of large data. Corporations in the data warehousing space have seen
this trend as the next big opportunity to help their clients mine their historical data
and help further their businesses in terms of adding strategic and tactical value
based on the insights gained from their accumulated data over decades. In this
chapter, we will see typical examples of how different businesses analyze their data
and enhance their business objectives. We will present some examples in the fields
of financial services, retail, manufacturing, telecommunications, social media, and
health care.

Keywords Basket analysis � Fraud detection � Customer churn � Path analysis �
Predictive analysis � Sentiment analysis � Social networking analysis �
Sessionization � Graph analysis � Data visualization � K-means clustering

1 Introduction

All the major corporations face a highly competitive environment with constant
pressure to increase the profitability by identifying avenues for operational effi-
ciencies and at the same time keeping the business risk to a minimum. All of the big
businesses have realized the importance of analyzing loads of historical data that
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they have collected over the years, and analysis of this data has become an integral
part of making strategic business decisions for these corporations. There is a big
push to setup an integrated data management systems and utilize the business
intelligence and analytic techniques for improving their businesses.

Over the recent past, big data analytics has found its ways into multiple appli-
cations in diverse areas with widespread interest from both the academia and
industry. Although this area has made significant progress over the last decade or
so, many more challenging problems still exist and finding avenues to new and
complex problems in this growing market is ongoing. Various techniques in
modeling, statistical analysis, data mining, and machine learning are used to
forecast the future events and predict customer behaviors and then proactively act
on them to safeguard and enhance business objectives.

In the following sections, we will give a high-level overview of the challenges
faced by different industries and how big data are being used to solve them in their
respective market segments. Even though big data analytics has the potential in
multiple industry domains, we will restrict ourselves to only a few, namely banking
and finance (Sect. 2), retail (Sect. 3), manufacturing (Sect. 4), telecommunications
(Sect. 5), social media (Sect. 6), and health care (Sect. 7).

2 Big Data Reference Architecture

Figure 1 shows the high-level architecture framework [1] of a typical big data
analytics system that includes the following components

1. Acquisition of data from various sources,
2. Infrastructure to do data transformations,
3. Store the data into multiple repositories,
4. Running through high-performance analytic engines, and
5. Reporting and visualization toolset.

Sources of data could be from operational systems which have a nice structure to
it (schema/tables/columns/etc.) or can be unstructured such as social media data,
click stream data, event logs, and multimedia data. Most of the structured data are
stored in the traditional data warehousing environments and the semi-structured and
non-structured data on Hadoop clusters. Data are distributed to downstream sys-
tems, such as data marts and analytic engines of various types, where the end users
can query using SQL-based reporting and analysis tools. Depending on the appli-
cation, various analytic techniques such as correlation analysis, pattern and trend
analysis, collaborating filtering, time series analysis, graph analysis, path analysis,
and text analysis are performed before presenting the data on the dashboards using
various visualization techniques. In-depth coverage of these components is pre-
sented in the previous chapters.

Teradata and IBM are two of the many vendor companies that provide solutions
based on the above reference architecture. Figure 2 shows the big data analytics
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platform from Teradata called the Unified Data Architecture platform [2] with the
capabilities to

1. Capture and transform data from variety of sources that are structured,
semi-structured, or unstructured data.

2. Ability to process huge data volumes through the use of Hadoop with the data
discovery and integrated data warehouse.

Fig. 1 Big data infrastructure architecture

Fig. 2 Teradata unified data architecture
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3. Support for a number of prepackaged analytic functions in categories such as
path analysis, cluster analysis, statistical analysis, predictive analysis, text
analysis, relational analysis, and graph analysis.

4. High scalability and performance.

More details on the big data analytics solution can be gathered from the Ref. [2]
provided.

Although the reference architecture in Fig. 1 captures the complete set of
capabilities required for any big data application, it needs to be noted that not all
subsystems represented are required for every application. In the following sections,
we will present the frameworks and its components for industry-specific
application.

3 Applications in Banking and Financial Industries

Massive amounts of data are being generated by the banking and financial indus-
tries through their various service offerings such as checking/savings accounts,
mobile banking, credit and debit cards, loans, insurance, and investment services.
Most of these data are structured data. Also, most of these organizations have set up
their presence online for better serviceability and marketing through which lots of
data are collected. As indicated in Fig. 3, some of the channels include

Fig. 3 Big data analytics in banking industry [3]
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• Customer interaction through e-mails and chat logs;
• Social networks through tweets and Facebook feeds/posts; and
• Semi-structured data through Web logs and customer reviews.

Most of the data collected are unused, and the industry is looking to various new
technologies in data mining and business analytics to help understand and identify
customer needs and offer new services which will enhance their business oppor-
tunities and increase their margins and profitability. The industry is also looking for
solutions in risk management and fraud detection which will help minimize the
business exposure. Another area of interest for the industry is on the strategies of
retaining customers.

In the following sections, we will cover how big data analytics is applied to the
few of the most important areas in more detail.

3.1 Fraud Detection

Various surveys and studies [4] indicate that banking and financial services industry
is the victim of the most of the fraud cases among various industries. Following are
some of the widely known frauds in the banking industry:

1. Online Banking Fraud: Involves fraudsters taking over the access to the victim’s
account and performing transactions which siphon the funds out of the accounts.

2. Card Fraud: Involves fraudsters stealing the card information and transact
fraudulent transactions.

3. Insider Fraud: Involves fraud by bank’s employees.
4. Money Laundering: Crime involving transactions with mainly foreign banks to

conceal the origins of illegally obtained wealth.

The traditional approach of sifting through the reports manually and applying
various rules is only useful for compliance process and not for detecting fraud and
stopping losses. The financial industry requires real-time fraud detection to effec-
tively identify the fraudulent transactions real time and stop them from executing
[5].

The key element of fraud detection is the use of analytics to detect patterns of
fraudulent behavior. This requires clear understanding of the customer’s past
behavior in terms of the nature of the transactions so that the distinction of
fraudulent versus non-fraudulent transactions can be made effectively by analyzing
the transaction against the customer profile which may also include a risk score.
This process of scoring the transactions needs to account for the unpredictable
nature of transaction activity with varied customer base which includes normal
customers and criminals.
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Hence, the fraud detection involves a 2-step process which includes

1. Creating the customer profiles based on the historical transactions and identi-
fying the patterns of transactions that lead to fraud

2. Using these customer profiles to catch any outliers or map the transaction
sequences/events to the pre-defined fraud patterns and flag any probable
fraudulent transactions

Building of customer profiles involves usage of statistical techniques through
calculation of statistical averages, min/max values, standard deviations, etc., on the
historical transactions to capture the typical transactions mix. Another aspect of the
customer profile is capturing the relationships with whom the transactions take
place. Graphing techniques [6] are used to capture the network of relationships by
mapping transactions between customers along with the modes of payment.
Figure 4 captures the flow of creating these customer patterns and profiles.

Figure 5 presents the flow of real-time fraud detection and isolation during the
execution of a transaction. If the submitted transaction does not fit the profile of the
customer in terms of the transaction amount, transaction connection, etc., it is
flagged off for next level of investigation. Statistical outlier detection based on the
historical statistics in the customer profile is one technique to detect the suspect
transaction.

Pattern analysis [7] on the transaction events and comparing against the
pre-recordings of patterns of fraudulent activity is the popular technique used
to catch any fraudulent customer activity real-time. Time series analysis techniques
[8] are also employed to identify whether the customer activity fits the well-defined
business rules of fraudulent activity.

Fig. 4 Building customer
profile for fraud detection
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3.2 Money Laundering

Money laundering is a more sophisticated fraud, and detecting it requires setup of
more complex and integrated multi-dimensional database system with data from
different sources such as bank transactions, and law enforcement databases.

Complex networks of relationships are identified by linking data gathered over
sources such as phone, e-mail, Web browsing, and travel records thereby identi-
fying the connections between known and unknown players. Graphs of intercon-
nected banking institutions, customer accounts, and transactions at certain times
using certain devices are used to help identify potential money laundering schemes.
Data analysis techniques such as clustering, classification, outlier identification, and
data visualization tools [9] can be used to detect patterns in transactions involving
large amounts between specific set of accounts. These techniques have the potential
to identify key associations and patterns of activities that help identify suspicious
cases for further investigation.

3.3 Risk Analysis

In general, banks and financial institutions have mechanisms for quantifying risk
and mitigating it. Various market forces play their part in various types of risk, and
a clear understanding of the potential losses for all the possible situations is needed.

Out of the various types of risks in the financial industries [10], prediction of
default on loan accounts and credit card accounts is one of the important areas due
to the enormity of these accounts and mitigating losses from these accounts
becomes fundamental to the business. Prediction of various factors that are
responsible for defaults is done using data mining techniques related to attribute
selection and attribute relevance (Fig. 6). Based on the outcomes of the analysis,
banks can identify customers who belong to low-risk category or offer favorable
payment plans to the customer.

Fig. 5 Real-time fraud
detection using customer
profile
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4 Applications in Retail Industry

Most of the big name retailers such as Costco, Wal-Mart, Target, and Amazon use
big data for various operations including inventory management, product recom-
mendations, tracking customer demographics, and tracking and managing the side
effects of product recalls. Some retailers have used this customer data to improve
the quality of service and enhance the customer loyalty.

4.1 Recommendation of Products

One of the well-known strategies that the retail companies employ to increase their
revenues is to recommend products to the customers that they might be interested in
based on what the customer is currently purchasing. This is typical of an e-retailer
whose back-end systems run product recommendation engines by cross-referencing
the items among sales records from various customers who may have purchased the
same item earlier.

The retailers who have presence online and offline (brick and mortar) can use the
data collected across multiple channels and come up with the purchase patterns and
recommend products online. Path and pattern analytics are used on the historical
customer purchasing behavior across multiple channels to generate high-quality
recommendations. Collaborative filtering techniques are used on a customer’s
historical purchases and searching patterns, and comparing against other customers
to predict the next recommendation.

Collaborative filtering technique is used in the recommendation systems by the
e-retailers [11] such as amazon for recommending products, and the same tech-
niques are used by the movie recommendation engine that Netflix uses. These same

Fig. 6 Financial risk analytics framework
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techniques are employed offline in coming up with the weekend fliers, advertise on
sales receipts, or coming up with the promotions by bundling items in order to
promote sales.

4.2 Predicting Trends

Retailers collect huge amount of data about customers including location, gender,
and age from their various transactions. Mining of retail data can help identify
customer buying patterns and trends which will in turn help identify customer needs
for effectively plan for product promotions and attract more customers and increase
revenues/profits [12]. Multi-dimensional analysis and visualization tools of the
dataset can be used for the prediction which could help with the company planning
of the logistics/transportation of the needed goods.

5 Applications in Manufacturing

Manufacturing companies have become highly competitive across the world with
the margins of doing business going down every day. The manufactures are always
on the lookout for optimizing costs in running factories thereby increasing the
margins. Big data analytics is helping in a couple of areas as discussed below [13].

5.1 Preventative Maintenance

In the automated world of manufacturing, sensors are used everywhere in moni-
toring the assembly line so that the failures can be quickly identified and fixed to
minimize the downtime. The root cause of plant failure could be due to one or more
of the numerous possible parameters spread across different subsystems linking the
assembly line. Huge amount of sensor data, all unstructured data, is accumulated
over the running of the manufacturing plant. Historical maintenance records for the
various subsystems are also gathered in the semi-structured format. And logs
related to the productivity relative to the peak capacity are also gathered along with
the maintenance records and sensor data.

Time series analysis of the various subsystems based on their respective sensor
data and performing pattern matching against the failure case is used for catching the
potential failures. Also, path analysis and sessionization techniques are used to
capture the critical events based on correlations between the sensor readings, his-
torical maintenance records, and logs to predict the probable failures. This helps take
preventative measure to keep the line running for extended period of time without
interruptions and also help with improving the safety of running the operations.
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5.2 Demand Forecasting

The most important factor in businesses which are tied to manufacturing industry is
to optimally use the resources where the day-to-day orders keep changing
dynamically. Forecasting sales and the time frame when they happen will help plan
for timely acquisition of raw materials, ramping up/down production, manage
warehousing, and shipping logistics. In the short term, overestimating demand
leaves the manufacturer with unsold inventory which can be a financial drain and
underestimating implies missed opportunities. In the long term, demand forecasting
is required to plan for strategic investments and business growth. Hence, for
effective running of a business with maximum profitability requires a solid fore-
casting system.

Time series analysis is a popular forecasting technique used to predict future
demand and is based on the historical sales data. This simplistic method in gen-
erating future forecast is inaccurate when the environment is dynamic with factors
such as changing customer requirements and impact of competition.

Predictive modeling [14] is a more advanced and accurate forecasting technique
which has the capability to factor in all the variables impacting future demand. The
model also facilitates with testing various scenarios and helps understand the
relationship between the influencing factors and how they affect the end demand.

6 Applications in Telecommunications

With the expansion of telecommunications services across the globe, the tele-
communications industry is trying to penetrate various markets with diverse service
offerings in voice, video, and data. With the development of new technologies and
services across multiple countries, the market is growing rapidly and has become
highly competitive between various service providers.

Figure 7 shows the big data analytics framework for telecom domain that is used
as the basis for formulating the strategies for better business. Business insights for
different departments are mined based on the data collected across various plat-
forms. Some of these include

1. Customer/subscriber data: Personal information and the historical relationship
with the provider.

2. Usage patterns.
3. Customer service records: Service-related complaints or request for additional

services and feedback.
4. Comments on social media.

In the following sections, we will review a couple of areas where the industry is
trying to identify avenues for revenue preservation and generation using big data.
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6.1 Customer Churn

It is well known that the customer churn is a big headache for the all the telecom
service providers. Customers leaving the existing service provider and signing up
with a competitor cause revenue/profit/loss. It is a costly affair to acquire new
customers with new promotions and has an effect of increased marketing costs
which in turn has the effect on profitability.

Studies have shown that proactively identifying the key drivers for churn and
developing strategies in retaining customers help minimize the revenue and profit
erosion. The service provider can then focus on upgrading the underlying network
infrastructure for better quality of service and better support services to retain and
grow the customer base.

Various statistical data analysis techniques [15] are traditionally used to identify
the triggers to customer defections and apply these triggers to the existing sub-
scribers and evaluate chances of canceling their service and moving to another
provider. Using customer behavior data collected on different channels such as
calling profiles, customer complaint calls to the call centers, comments over e-mail,
and feedback surveys, better churn prediction can be done to identify high-risk
customers. In order to figure out the patterns of events leading to the churn, path
analysis techniques are used. Using the Naive Bayes classifier for text analysis, a
model is built to identify the high-risk customers.

Another popular technique used is graph engines [16] to represent connections
between users based on the call detail records and then identify communities and
influencers within the user communities. One of the remedial actions is to engage
the high probable churn customers and offer incentives and extend the contracts for
additional time period.

Fig. 7 Big data framework: telecommunications domain
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6.2 Promotion of Services

Telecom service providers are constantly looking to increase their revenues by
recommending auxiliary services to customers that they might be interested in
based on the current subscription plan. This is done either through cross-referencing
with the customers with similar profiles. Another strategy is to promote the next
best plan for a small incremental price. The data analytic techniques used for these
recommendation engines [17] are fundamentally same as used in e-tailing business.

7 Applications in Social Media

Online social media is growing leaps and bounds as witnessed by the growth in the
active user base and the amount of data that it generates. Sites such as Facebook,
Twitter, Google+, LinkedIn, Reddit, and Pinterest are some of the most popular
online hangout places these days. Even big corporations have started using social
media as a business channel by having their presence through Facebook accounts,
Twitter accounts, YouTube channels, and company blogs to name a few. The
inherent openness of the social media to everyone to hear and voice their opinions
and build new relationships has paved way to the creation of wealth of data. This
has caught the attention of data scientists in exploring the use of social media in
various areas.

Figure 8 illustrates a typical framework for applications involving social media
analysis [18] with the various components highlighted. Social media analysis
involves gathering and analyzing huge data that the social media generate to make

Fig. 8 Typical framework for social media analysis
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business decisions. The goals of this analysis include strategies on product
marketing, brand promotion, identifying new sales leads, customer care, predicting
future events, foster new businesses, etc.

The work flow includes the phases of data collection, data transformation,
analysis, and presentation dashboard. The social media data consist of mostly
unstructured data ranging from blog posts, and its comments link to Facebook
friends, tweets/retweets, etc. Based on the specific objective of the analysis, the data
filtering is performed on the raw data which are then analyzed for the understanding
and predictions on the structure and dynamics of community interactions.
Sentiment analysis [19] and reputation management are few of the applications
where natural language processing is applied to mine blogs/comments. Graph
analysis techniques are applied to identify the communities and influencers within
the communities.

7.1 Social Media Marketing

In social media, it is well known that different people have different levels of
influencing others based on various factors, the prime being the number of con-
nections he/she has. Representing the user-to-user connections in a graph as shown
in Fig. 9 helps identify the key influencers [20] who then can be targeted with the
product advertisements. This has been shown to help in creating brand awareness
and facilitate viral marketing of new products.

Fig. 9 Identifying influencers
using K-means clustering
techniques
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Also, by offering incentives to the customers with most influence in a
community, and leveraging his/her influence, customer churn can be contained.

7.2 Social Recommendations

Graph and link analysis is used extensively in professional social networking sites
such as LinkedIn to identify and recommend other professionals that a user may be
interested in establishing connection based on the existing connection mix.

Reddit site uses similar analysis of graphs built using the articles/posts and the
interests of the users reading them to recommend new articles/posts to users with
similar interests. List of articles in the database, user profiles, and profile of user
interests are analyzed to come up with the recommendations across multiple users.
Analytic technique used to organize data into groups or clusters based on the shared
user attributes is K-means clustering algorithm.

8 Applications in Health care

Application of big data analytics is gaining importance in the health care industry
due to the characteristics of the business involving huge dataset of customer
electronic health records, the goal to deliver service at minimum cost, need for
critical decision support, etc.

Figure 10 shows a typical framework for applications in health care industry
capturing various components of the typical platform. Huge amounts of health care
data are collected that includes clinical data such as laboratory records, doctor’s
notes, medical correspondence, electronic medical records (EMRs), claims, and
finance. Advanced analytics on this data is used to improve customer care and

Fig. 10 Analytics framework for health care
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results, drive efficiencies, and keep the costs to minimum. Analytics is also used to
do a thorough investigation and detect adverse side effects of drugs which then
enable quick recall of those drugs.

Following are a few examples of big data analytics in health care industry:

Finding New Treatments
National Institutes of Health [21] in USA maintains the database of all the pub-
lished medical articles on various health topics and has opened up access to all the
interested researchers. This dataset of documents is huge, and mining meaningful
information is a challenge.
Researchers have used the semantic searches on this database to uncover new
relationships between therapies and outcomes. Graph analysis [6] is used by
researchers focusing on cancer who discovered that immunotherapy performs better
than chemotherapy in certain cases of cancer. Visualization techniques [22] are
used to find the correlations quickly.
Multi-Event Path to Surgery
Applying path and pattern analysis techniques to the data obtained from the patient
records with the different procedural codes, it is possible to identify sequence of
events leading to expensive surgeries. Using this info, better preventative care can
be provided to avoid surgery and help reduce the medical costs.
Reduction in Claim Review
Evaluation of medical claims involves looking at doctor notes, medical records, and
billing procedural codes which is time consuming and laborious process especially
in cases where the treatments were complex involving multiple procedures. In order
to reduce this manual effort, text analytic techniques, namely FuzzyMatch, are
employed to determine inaccurate billing practices as well as potential abusive,
fraud, or wasteful activity.

9 Developing Big Data Analytics Applications

The framework for a big data analytics application is conceptually similar to that of
a traditional business intelligence application with the following differences.

• The main difference lies in how the structured and unstructured data are stored
and processed as demonstrated in the big data framework chapter (Chap. 2).
Unlike the traditional model where the BI tool is run on the structured data on
mostly a stand-alone node, the big data analytics application, in order to process
the large scale of data, breaks down the processing and executes across multiple
nodes accessing the locally available data.

• Unlike the classical BI tools, the big data analytics tools are complex and
programming intensive and need to be able to handle data residing in multiple
formats.
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• A different application development framework that takes advantage of running
lots of parallel tasks across multiple nodes.

Development of big data applications involves awareness to various platform-
specific characteristics such as

• Computing Platform—A high-performance platform which includes multiple
processing nodes connected via a high-speed network;

• Storage System—A scalable storage system to deal with massive datasets in
capturing, transforming, and analyzing;

• Database Management System;
• Analytics Algorithms—Develop from scratch or use the third-party open-source

or commercial software suites
• Performance and scalability needs

Other than the knowledge of general platform architecture to which the targeted
applications are developed, big data application developers need to be exposed to
the popular big data application frameworks supported on the platform. The most
popular software suite/framework that enables big data application development is
called Apache Hadoop which is a collection of multiple open-source projects.
Hadoop framework comprises of various utilities on top of the Hadoop distributed
file systems (HDFS) and a programming model called MapReduce as described in
Chap. 2 along with various other infrastructure components supporting the
framework. These include PIG, HIVE, JAQL, and HBase.

Building sophisticated analytic applications requires the expertise of the data
mining techniques and algorithms on top of the platform architecture and frame-
work for which these applications are intended for. The implementations of the
popular algorithms are available as open source and some are proprietary imple-
mentations. Examples of the open-source implementations include

• R for statistical analysis,
• Lucene for text searches and analysis, and
• Mahout Library—A collection of widely used analysis algorithms implemented

using the map/reduce paradigm on Hadoop platforms are used for building
applications. These include collaborative filtering, clustering algorithms, cate-
gorization, text mining, and market basket analysis techniques.

Analytic function implementations provided by third-party vendors or the open
source have a specific programmers interface. One of the main challenges to the
application developers is the complexity involved in some of the key elements of
incorporating the APIs in the application. These include the following:

• Integration of open-source packages into the overall system and how the
libraries are exposed to the developers.

• Support in acquiring the required input for the functions from database tables,
raw files, etc.

• Support in saving function results into tables, temporary buffers, files, etc., and
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• Ability to cascade multiple analysis methods in a chain to have an output of one
function as an input of the next to simplify the implementation of the overall
application.

The commercial big data platform solutions offered by corporations such as IBM
[23] and Teradata [2] include their own proprietary application frameworks.
Integration of various open-source packages and implementation/support of pro-
prietary packages where the open-source library lacks the functionality are the key
for the sale ability of the platform. These integrated commercial solutions promote
the ease of use compared to the challenges using the open-source solutions as one
of the strengths when marketing their platforms.

10 Conclusions

Majority of large companies are dealing with the problem of finding value in the
huge amount of data that they have collected over the years. Depending on the
market segment the business is addressing, different data analytic techniques are
used to identify new markets, optimize operational efficiencies, etc., so as to
increase the bottom line.

In this chapter, we tried to present handful of areas in different industries where
the applications of big data and analytics have been effectively used. Identifying
new areas and exploring new solutions will be the area of focus for the future.
Corporations have started seeing value in putting dollars in data-driven strategies,
and the realization that the big data strategy is a key component of business, in
order to stay competitive, is gaining ground.

Exercises

1. Write an application to recommend new music labels for users based on the
historical listening profiles of the user base. The basket analysis can use the
dataset that is available at http://ocelma.net/MusicRecommendationDataset/
lastfm-360K.html.

2. Yahoo! Messenger is a popular instant messaging application used by many
users to communicate to their friends. A sample dataset of so-called friends
graph or the social network is available at http://webscope.sandbox.yahoo.com/
catalog.php?datatype=g titled “Yahoo! Instant Messenger Friends Connectivity
Graph.”Write an application to identify the top 5 users who have most influence
in the given social network.

3. Visualize the social network of users for the dataset indicated in Exercise 2
above. Use the open-source graph analysis tool called Gephi for this
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visualization (available at http://gephi.github.io/users/download/. Use the quick
start tutorial at http://gephi.github.io/tutorials/ to render and identify the com-
munities for the above dataset.

4. Microsoft Corp. has published a dataset which captures the areas of www.
microsoft.com that users have visited over a one-week time frame. This dataset
is freely available to users at http://kdd.ics.uci.edu/databases/msweb/msweb.
html.
Write an application to predict the areas of www.microsoft.com that a user can
visit based on data on what other areas he or she visited.

5. Using sentiment analysis concepts/algorithms gained in the earlier chapters,
analyze the movie reviews/feedback data available at http://www.kaggle.com/c/
sentiment-analysis-on-movie-reviews/data to build a model to predict the
positive, negative, and neutral sentiment of the reviewers. Use 75 % of the data
for the model and the remaining 25 % of the data to validate the model.

6. Using R open-source statistical and data analysis tools, write an application to
predict the movement of a stock belonging to DOW Jones. The sample dataset is
provided at https://archive.ics.uci.edu/ml/machine-learning-databases/00312/

7. Demonstrate with an example how to build a prediction model based on
Naive Bayes for text. And then demonstrate with an example using the built
model to do text prediction.
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